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Abstract
We present a replay attack detection system consisting of two convolutional neural network models. The first model consists of a small Bayesian neural network, motivated by the hypothesis that Bayesian models are robust to overfitting. The second one uses a bigger architecture, LCNN, extended with several regularization techniques to improve generalization. Our experiments, considering both size of the networks and use of the Bayesian approach, indicated that smaller networks are sufficient to achieve competitive results. To better estimate the performance against unseen spoofing methods, the final models were selected using novel Attack-Out Cross-Validation. In this procedure each model was tested on a subset of data containing not only previously unknown speakers, but also unseen spoofing attacks. The system was submitted to ASVspoof 2019 challenge’s PA condition and achieved a t-DCF score of 0.0219 and EER of 0.88% on the evaluation dataset, which is a 10 times relative improvement over the baseline.
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1. Introduction
Speaker recognition is becoming one of the preferred authentication methods in various scenarios, especially in environments where voice control is the device interaction method of choice, e.g. Smart Home devices such as smart speakers. As with most biometric characteristics, speaker recognition is vulnerable to spoofing [1, 2] and a presentation attack detector is needed to secure the system from any spoof attempts such as replay, voice conversion or voice synthesis. This need is especially important nowadays, when the more sophisticated attack methods are already difficult to detect even by a human operator [3]. To help researchers compare their work using common baselines, datasets and test protocols, ASVspoof challenge was first organized in 2015 and has continued in a bi-yearly fashion.

In the latest edition, ASVspoof 2019, the dataset consisted of two distinct data conditions: physical access (PA) and logical access (LA). The former focused on attacks where the spoofer replays genuine voice samples to the device (e.g. a smart speaker). The latter mimicked a situation where the spoofer can submit arbitrary voice samples directly to a certain service (which may be remote), making use of techniques such as voice conversion. Results were to be evaluated using not only the equal error rate (EER) metric, but also with the tandem decision cost function (t-DCF) [4], to account for the joint performance (or conversely, error) of both the speaker verification and anti-spoofing systems.

This work describes the Samsung R&D Institute Poland submission to the PA condition and the observations made during the submitted systems’ design and development. Our approach to tackling limited training data and model generalization resulted in a simple yet effective primary system, achieving 6th position in the overall ranking of primary systems.

2. Related Work
Different approaches of improving replay attack countermeasures have been investigated in recent years. New features, system architectures and training procedure modifications all contributed to a major leap in state-of-the-art spoof detection quality. On the feature level, perhaps the most important development is the observation that traditional features like mel-frequency cepstral coefficients may not be optimal in this setting, as most of the discriminative information is contained in the higher frequencies [5, 6]. Different novel features were proposed, most notably constant Q cepstral coefficients, but their applications are limited due to domain mismatch vulnerability and poor generalization [7]. Pursuit of the optimal system architecture resulted in multiple novel neural classifiers, consistently surpassing traditional GMM and i-vector counterparts [6, 8]. The training procedures of these classifiers can be improved by applying techniques such as data augmentation [8] or multi-task learning [9].

3. Models
3.1. Bayesian NN
The primary model is a Bayesian neural network [10]. Using a Bayesian approach is partially motivated by a relatively small training dataset. Bayesian neural networks are believed to be less prone to overfitting [11, 12], therefore this task seems like an appropriate application for them. The main goal of the challenge was generalization to unseen forms of spoofing [13]. Our primary interest was in the ability to capture the uncertainty that these types of networks possess. Scores predicted by traditional neural networks can be overly confident even for examples far away from the training data [14, 12]. This may be of some significance for selecting the decision threshold.

The model utilizes Flipout [15] modifications of convolutional and fully connected layers. Architecture details are shown in Table 1. A Bayesian neural network with weights \( w \) outputs probability \( P(\hat{y} | x, w) \) of a sample \( x \) being classified as spoofed \( \hat{y} \). A standard normal distribution prior \( P(w) \) is imposed on each weight of the model. Posteriors \( Q(w | \theta) \) are restricted to normal distributions parameterized by \( \theta \). Output of the model is the expectation of probabilities for multiple networks, approximated using empirical mean for \( n \) networks:

\[
P(\hat{y} | x) \approx \frac{1}{n} \sum_{i=1}^{n} P(\hat{y} | x, w_i) \tag{1}
\]

Here \( P(\hat{y} | x, w) \) is the Bernoulli distribution parameterized by...
Input to the network is a logarithmically scaled mel-spectrogram of the entire audio file. Spectrograms have 512 mel-bins and are created using Short-time Fourier Transform with hop length of 512 and Hann window of size 2048 samples. Every spectrogram is repeated and truncated to match 280 columns.

### 3.2. Light-CNN (LCNN)

The second model utilized a Light-CNN (LCNN) model from [6] with an extended training procedure, involving regularization techniques and data augmentation. The main concept behind the LCNN architecture is the use of Max-Feature-Map activations instead of the commonly used ReLU function.

Similar to [6] input data were preprocessed by computing logarithms of power spectrograms using the Fast Fourier Transform. After standardizing the values to a z-score, spectrograms longer than 400 frames were truncated, while those shorter were padded with zeros. Mean and standard deviation used for standardization were computed across the whole training set. The resulting shape of the input data was equal to 864 × 400.

The network architecture follows that of [6] (which was in turn based on [16]) - see Table 2. Because this model could be more prone to overfitting compared to the Bayesian network, the following techniques were employed during training, to increase its robustness and generalization performance:

- **Multi-Task Learning.** In a similar spirit to [9] (which also used the LCNN architecture) the model was trained to predict additional metadata provided with the annotations, in addition to the original labels.

- **Manifold Mixup** [17]. This regularization technique was employed to prevent the model from yielding overly confident predictions for examples not seen in the training data. A robust anti-spoof model should not simply memorize a particular set of spoofing attacks. Predicting less confidently on data not similar to the training distribution should lower the risk of being exploited by a previously unencountered spoofing technique.

- **Augmentation.** The data augmentation procedure was inspired by the “mixing” technique from [18]. Spoof samples shorter than 10 seconds were randomly padded with cropped parts of bonafide samples, instead of zero-ros, with a probability of 50%. This should increase the difficulty of recognizing such samples, forcing the classifier to look for spoofing artifacts even in the presence of locally genuine parts.

- **Oversampling.** To account for class imbalance in the training set the probability of sampling a bonafide sample during training was increased 10 times.

### 4. Experiments

#### 4.1. Dataset

The ASVspoof 2019 dataset for physical access (PA) was divided into three parts - training, development and evaluation, with the metadata specified only for the first two subsets. Training and development subsets contain bonafide and replayed speech of 40 speakers, disjointly divided into two sets of 20 speakers. Acoustic environment and replay attacks were simulated to ensure control over the acoustic and replay configurations. In order to generalize over unseen attack types with limited training data, we proposed and worked with another way of dividing the dataset which is described in more detail in Section 4.2.

For each sample, its acoustic environment was defined by three values - room size (square meters), T60 reverberation time (milliseconds) and distance from the talker to the ASV microphone (centimeters). All of these values were grouped into three bins. These were 2-5m^2, 5-10m^2 and 10-20m^2 for the room size, 50-200ms, 200-600ms and 600-1000ms for the T60 reverberation time, and 10-50cm 50-100cm and 100-150cm for the talker-to-ASV distance. An attack type was also distinguished by belonging to one of three levels of attacker-to-talker distance and one of three levels of replay device quality (perfect, high, low). The bins for the attacker-to-talker distance were: 10-50cm, 50-100cm and above 100cm. These characteristics are marked with letters {A,B,C} corresponding to respective bins in the same order as above and the first letter from the duplicate language. The model was trained to predict additional metadata provided with the annotations, in addition to the original labels.
corresponds to the attacker-to-talker distance and the second to the replay device quality of an attack.

### 4.2. Attack-Out Cross-Validation

Overfitting to the training set is still an existing problem in state-of-the-art models for anti-spoofing. From the variety of models evaluated on the ASVspoof 2017 Version 1 [2] and 2 [19] datasets only one exhibited a (slightly) better performance on the test data (see Table 2 in [20]). Due to the constant progress in machine learning-related fields new spoofing methods can emerge systematically. Therefore, it is important that the generalization performance is assessed not only on previously unseen speakers, but also, and probably more importantly, on unseen attacks.

Training and development datasets contained examples of only a portion of the possible spoofing methods, while the final evaluation dataset contained previously unseen ones. Thus, the performance measured on the development set might not reflect the final score of the models.

To obtain a better estimate of the true models’ performance Attack-Out Cross-Validation was employed. In this setting, each model was trained and evaluated on 3 cross-validation folds, containing data from both the training and development sets. For each fold, 4 spoofing methods were used for training, 2 for validation and 3 for testing, so that each method appeared exactly once in a test set. Table 3 shows exact setups for each fold. Note that the bonafide samples were split in such a manner that a similar distribution over different speakers was maintained across the training/validation/test subsets.

This procedure was used to select the architectures and settings with the highest potential of generalization to unseen attacks. These - namely the Bayesian NN and LCNN models - were then trained on the training set only to obtain the final predictions. The results of the data analysis were visualized in Figure 1. In the early stage of the training, the embedding vectors were strongly correlated with the replay device quality and bonafide samples were close to samples replayed with high quality devices. There was no visible fragmentation of the attacker-to-talker distance. After 50 epochs of training we still observed correlation with the replay device quality, but there was another visible split between the attacker-to-talker distance below 50cm and above 50cm. At that point, AA attacks (attacks of the closest distance and the best quality) were still not separated from bonafide samples. After 200 epochs, we observed a separation of bonafide samples, but there was no separation of the attacker-to-talker distance above 50cm with the same replay device qualities. The analysis showed that the separation of the replay device quality parameters is less challenging. Despite a long training, the model did not reach complete separation of various attacker-to-talker distances. The problem of weak distinguishability of replay attacks with high quality devices and genuine samples seems to be critical for the PA task.

### 4.4. Bayesian NN

Bayesian NN model was trained using continuously oversampled dataset. Samples were drawn from each class equally often without disturbing the in class distributions. Optimization was performed using Adam [25] with learning rate of 0.0001, $\beta_1$ equal 0.9 and $\beta_2$ equal 0.999. Mini-batch size was set to 64. Regularization term was divided by the size of the dataset.

### 4.5. LCNN

The LCNN model was trained for 20 epochs using the Adam optimizer [25] with a learning rate of 0.0001, on mini-batches of size 8. Manifold Mixup was used with $\alpha$ equal to 1. Additionally, each partial loss corresponding to the multi-task predictions (see Subsection 3.2) was weighted with 0.1.

### 4.6. Bayesian versus non-Bayesian NN

To validate our intuition taken after [12, 15], we conducted experiments on a model with Bayesian layers replaced with their standard counterparts. The experiment was conducted using the Attack-Out Cross-Validation method (see Subsection 4.2) on the ASVspoof 2019 PA dataset. The results on the validation subset showed that the model with standard layers, trained with the complete training set, outperformed the model with Bayesian layers. We also observed that in some cases the Bayesian neural network overfitted faster in comparison to the standard neural network which was an unexpected behavior. To validate whether this trend holds regardless of the amount of data, we repeated this experiment on a smaller version of the dataset, which contained only 20% of randomly chosen samples from the training dataset. In this case the Bayesian neural network proved its efficiency and generalized better compared to its “standard” counterpart. Results of the comparison are shown in Table 4. This might indicate that Bayesian NNs are indeed less prone to overfitting in scenarios where less data is available. However, it seems that the ASVspoof 2019 PA dataset is of size considerable enough for this effect to vanish.

### Table 3: Per-fold settings for the Attack-Out Cross-Validation setup.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Training Set</th>
<th>Validation Set</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>BC, AA, CB, AB</td>
<td>BA, CA</td>
<td>BB, AC, CC</td>
</tr>
<tr>
<td>1</td>
<td>AB, CB, AC, BA</td>
<td>CC, BB</td>
<td>AA, BC, CA</td>
</tr>
<tr>
<td>2</td>
<td>CC, AA, CA, BB</td>
<td>BC, AC</td>
<td>CB, BA, AB</td>
</tr>
</tbody>
</table>

**Note:** The table above shows the setup for each fold of the attack-out cross-validation. Each fold contains two splits of the data, where the training set is used for training, the validation set for validation, and the test set for testing. The bonafide samples were split in such a manner that a similar distribution over different speakers was maintained across the training/validation/test subsets.
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Figure 1: A visualization of the data analysis results. The subfigures show embedding vectors after 3, 50 and 200 epochs of the embedding neural network training. The vectors was reduced to two main components with the t-SNE algorithm. The types of attacks are described in more detail in Subsection 4.1.

Table 4: Results of the comparison of Bayesian and non-Bayesian neural network models. The folds are described in Table 3.

<table>
<thead>
<tr>
<th>Type</th>
<th>Full dataset min-tDCF ERR (%)</th>
<th>20% of the dataset min-tDCF ERR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min-tDCF ERR (%)</td>
<td></td>
</tr>
<tr>
<td>Fold 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>0.02561</td>
<td>0.00961</td>
</tr>
<tr>
<td></td>
<td>0.04821</td>
<td>0.01536</td>
</tr>
<tr>
<td></td>
<td>Non</td>
<td>0.00912</td>
</tr>
<tr>
<td></td>
<td>0.05075</td>
<td>0.01667</td>
</tr>
<tr>
<td>Fold 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>0.00014</td>
<td>7.36e−5</td>
</tr>
<tr>
<td></td>
<td>0.00029</td>
<td>0.00014</td>
</tr>
<tr>
<td></td>
<td>Non</td>
<td>7.36e−5</td>
</tr>
<tr>
<td></td>
<td>3.68e−5</td>
<td>0.00042</td>
</tr>
</tbody>
</table>

Table 5: Results on the Development and Evaluation datasets. BNN used empirical mean from 128 samples. Ensemble weights were 59% and 41% for BNN and LCNN respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>min-tDCF ERR (%)</td>
<td>min-tDCF ERR (%)</td>
</tr>
<tr>
<td>Baseline models:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LFCC-GMM</td>
<td>0.2554</td>
<td>11.96</td>
</tr>
<tr>
<td>CQCC-GMM</td>
<td>0.1953</td>
<td>9.87</td>
</tr>
<tr>
<td>Bayesian NN</td>
<td>0.0316</td>
<td>1.18</td>
</tr>
<tr>
<td>LCNN</td>
<td>0.0516</td>
<td>2.46</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.0170</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>0.0219</td>
<td>0.88</td>
</tr>
</tbody>
</table>

4.7. Results

The final scores were obtained using a weighted average of predictions from a set of trained models. Per-model weights were obtained using a grid search procedure, to maximize results on the cross-validation setup (see Subsection 4.2). This was done by averaging test set results over all cross-validation folds, for a given set of weights. Note that while the weights for the ensembling were selected using the model parameters trained on the cross-validation setup, model parameters for the final predictions were optimized on the provided training dataset.

Table 5 shows results of the two models and their ensemble compared with the GMM baseline models. The ensemble of both models had a 10 times relative improvement over the baseline models on the two metrics measured, on both the development and evaluation datasets. These combined results also show an over 40% relative improvement over the Bayesian network, suggesting that features learned by the two models are complementary.

5. Summary

This work concentrated on achieving good method generalization for replay detection anti-spoofing models. To accomplish this the tested models were pre-evaluated using novel Attack-Out Cross-Validation procedure, as a way of estimating their performance against spoofing methods not seen during training. This allowed us to select two potentially robust models - a Bayesian CNN with a small network architecture and an LCNN model trained with a set of regularizing techniques. Results on the cross-validation setup also helped us tune the weights for the combined prediction of the final scores. Such an evaluation setup can be potentially adapted to other settings, where a system’s performance on previously unencountered data is crucial. The effectiveness of our cross-validation technique was also confirmed in the ASVspoof 2019 challenge. Finally, the Bayesian network was analyzed further, in order to identify the factors responsible for its good performance. This analysis seems to indicate that a compact model size can be beneficial for generalization in anti-spoofing scenarios. It also raises a question regarding performance of Bayesian neural networks w.r.t. the size of the dataset which can be a potentially interesting direction for future work.
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