Mel-frequency Cepstral Coefficients of Voice Source Waveforms for Classification of Phonation Types in Speech
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Abstract

Voice source characteristics in different phonation types vary due to the tension of laryngeal muscles along with the respiratory effort. This study investigates the use of mel-frequency cepstral coefficients (MFCCs) derived from voice source waveforms for classification of phonation types in speech. The cepstral coefficients are computed using two source waveforms: (1) glottal flow waveforms estimated by the quasi-closed phase (QCP) glottal inverse filtering method and (2) approximate voice source waveforms obtained using the zero frequency filtering (ZFF) method. QCP estimates voice source waveforms based on the source-filter decomposition while ZFF yields source waveforms without explicitly computing the source-filter decomposition. Experiments using MFCCs computed from the two source waveforms show improved accuracy in classification of phonation types compared to the existing voice source features and conventional MFCC features. Further, it is observed that the proposed features have complimentary information to the existing features.

Index Terms: Speech analysis, Voice source, Phonation type, Voice quality, Glottal inverse filtering, Zero frequency filtering.

1. Introduction

Voice quality, defined as auditory coloring of a person’s voice [1], is affected by the phonation type of the vocal folds in speech production. Breathy and tense voice are considered to be the opposite ends of the voice quality continuum. Along with voice quality, also other aspects such as rhythm, intonation and intensity convey expressive characteristics (e.g. mood, affect and emotional state of the speaker) in speech signals [2–4]. In [5], it was reported that breathiness is associated with expression of politeness, intimacy and familiarity. Tense voice, however, has been associated with emotions of high arousal such as anger and happiness [6, 7]. Analysis and detection of different phonation types is desirable for various applications in speech and voice research such as tagging voice qualities in expressive speech corpora, in speech synthesis and in voice modulation systems [8–11]. Phonation type classification can also improve the performance of various speech processing applications like assessment of speech pathology and cognitive load of the speaker, speech recognition, speaker recognition and emotion recognition [12–20].

According to Laver [1], variations in laryngeal activity and changes in the laryngeal settings give rise to different phonation types. In comparing different phonation types, modal phonation is typically used as the reference to which other types are compared [1]. Modal phonation is the most efficient type of phonation produced using vocal fold vibration which is of moderate adductive and longitudinal tension and of moderate medial compression. In modal phonation, the vocal folds vibrate quasi-periodically with minimal friction and complete glottal closure. In breathy phonation, the vocal folds vibrate in a more inefficient manner and the vibration is accompanied by audible friction. The reduced muscular tension allows a constant turbulent air to pass through the glottis. Tense voice is produced using increased laryngeal tension compared to modal voice. Tense phonation is also characterized by sharper closure of the glottis.

The above mentioned differences in functioning of the vocal folds affect the time domain waveform of the acoustical excitation generated by the vocal folds, the glottal flow. Hence, the glottal flow waveform varies from a smooth, almost symmetric form in breathy phonation to a more asymmetric waveform with sharp edges at glottal closure in tense phonation [21, 22]. This type of time domain variation is reflected in the frequency domain as variation in the spectral tilt of the glottal flow: breathy phonation shows a steep spectral tilt whereas tense phonation shows a smaller spectral tilt [23, 24]. As a result of increased friction, lower harmonics are strong in breathy phonation. The increased sharpness of glottal closure characteristics in tense phonation results in more prominent upper harmonics.

In order to capture variations in the glottal flow waveform, different parameterization methods have been developed. These methods can be divided into time domain and frequency domain parameters, and the former category can further be divided to time-based and amplitude-based measures [25]. Examples of time-based parameters are the open quotient (OQ), the quasi-open quotient (QQQ), the speed quotient (SQ) and the closing quotient (CQ) [25]. The normalized amplitude quotient (NAQ) is an example of amplitude-based measures [26]. The level difference between the first two harmonics (H1–H2) [27], the harmonic richness factor (HRF) [9] and the parabolic spectral parameter (PSP) [28] are examples of frequency domain measures. It has been reported that NAQ and H1–H2 are effective features for the identification of the phonation type [23, 29]. NAQ captures the skewness of the glottal pulse and H1–H2 captures the corresponding manifestation in the spectral tilt of the glottal pulse. Differently from the above studies, the estimated glottal flow waveforms were matched with the Liljencrants-Fant (LF) model in [7,30] to obtain parameters for discriminating voice qualities. Studies in [24,31] measured the amount of friction noise for the detection of breathy voices based on the observation that the third formant region is considerably noisier in breathy phonation compared to modal phonation. In [24, 32], cepstral peak prominence (CPP) was shown to correlate well with breathiness.

To capture abrupt glottal closure characteristics in speech production, the peak slope and maximum dispersion quotient (MDQ) were derived from wavelet transform in [29, 33]. The production characteristics between breathy and pressed phonation were captured using the low-frequency spectral density (LFS) in [23]. It was observed in [23] that discrimination capabilities of LFS and MDQ are close to that of NAQ. Harmonic-to-noise ratio (HNR) was found to provide poor dis-
estimation of phonation types in [23]. However, HNR was shown to discriminate modal and breathy voices better compared to modal and pressed voices. NAQ, QOQ, H1-H2, PSP and MDQ were used for the classification of phonation types from speech in [23, 29]. It was observed that no single feature performed consistently better than the other features for all the speakers. Hence, alternative features for the analysis and classification of phonation types are needed. Mel-frequency cepstral coefficients (MFCCs) derived from speech signals were investigated in [29, 34] for classification of phonation types in speech. Similarly, the authors of [35] proposed cepstral features derived from high-resolution spectrum obtained by the zero-time windowing (ZTW) method. In this paper, we propose to derive MFCCs from voice source waveforms for classification of phonation types, as the voice source waveform contains significant information about phonation types.

The paper is organized as follows. Section 2 describes the signal processing methods used for deriving voice source waveforms and the extraction of cepstral coefficients from the computed voice source waveforms. Section 3 describes the experimental protocol including the database, features and classifier. Results and discussion on classification experiments are presented in Section 4. A summary of the paper is given in Section 5.

2. Estimation of voice source waveforms and extraction of MFCCs

This section describes first the two signal processing methods, the quasi-closed phase (QCP) glottal inverse filtering method [36] and the zero frequency filtering (ZFF) method [37], that are used in the current study for the estimation of the voice source waveforms. After this, the extraction of MFCCs from the two voice source waveforms is described. It is to be noted that source-filter modeling is assumed in QCP but not in ZFF.

2.1. QCP

QCP [36] is a recently proposed glottal inverse filtering method to estimate the glottal waveform from speech. The method is based on the principles of closed phase (CP) [38] analysis which estimates the vocal tract response from a few speech samples located in the closed phase of the glottal cycle using linear prediction analysis. In contrast to the CP method, QCP takes advantage of all the speech samples of the analysis frame in computing the vocal tract model. This is conducted by using weighted linear prediction (WLP) analysis with a specific weighting function called the Attenuated Main Excitation (AME) function [39]. The AME function is designed using glottal closure instants (GCIs) and fundamental period. The AME function attenuates the contribution of the open phase samples in the computation of the speech signal’s covariance (or autocorrelation) function. This results in good estimates of the vocal tract transfer function. Finally, the estimate for the glottal flow is obtained by inverse filtering the input speech signal with the vocal tract model. In [36], the accuracy of QCP was shown to be better than that of four existing inverse filtering methods. In addition, the estimation of the glottal flow was shown to be robust with respect to the phonation type. Both of these reasons justify using QCP as a glottal inverse filtering method in the current study. A schematic block diagram describing the steps involved in QCP is shown in Fig. 1.

2.2. ZFF

ZFF was proposed in [37] based on the idea that the effect of an impulse-like excitation (occurring at glottal closure instant) is present throughout the spectrum including at 0 Hz, while the vocal tract characteristics are mostly reflected at formant peaks at much higher frequencies. In this method, the pre-emphasized speech signal is first passed through a cascade of two zero frequency resonators (pair of poles on the unit circle along the positive real axis in the z-plane). The resulting signal is equivalent to integration (or cumulative sum in the discrete time domain) of the signal four times, hence it grows or decays as a polynomial function of time. The trend is removed by subtracting the local mean computed over the average pitch period (estimated using autocorrelation) at each sample. The resulting output signal is referred as the zero frequency filtered (ZFF) signal. The ZFF signal has an interesting property that its negative-to-positive zero-crossings (NPZCs) correspond to the locations of the impulse-like excitations generated at the instants of glottal closures (GCIs) by considering the positive polarity of the signal [37, 41]. The slope of the ZFF signal at NPZCs provides an estimate of the strength of impulse-like excitation (SoE), which is proportional to the amplitudes of the differentiated electroglossography (EGG) signals at the instants of glottal closure. In this study, we consider the ZFF signal as an approximate voice source waveform as it contains significant information about the voice source. A schematic block diagram describing the steps involved in ZFF is shown in Fig. 2.

For an illustration, Fig. 3 shows spectrograms of glottal flow waveforms in three different phonation types estimated using the QCP method. It can be clearly seen that there are large variations in the glottal flow spectra between the three phonation types. In order to capture these variations and to represent them in a compact form, we propose using MFCCs for the source waveforms.

![Figure 1: Block diagram of the QCP method [40].](image1)

![Figure 2: Block diagram of the ZFF method.](image2)

![Figure 3: An illustration of spectrograms of glottal source waveforms estimated using the QCP method for breathy, modal and tense voice.](image3)
2.3. Extraction of MFCCs from voice source waveforms

This section describes the steps involved in deriving MFCCs from the two voice source waveforms obtained using QCP and ZFF. It is to be noted that the proposed feature extraction procedures are similar to the computation of conventional MFCC features from speech, except that the proposed approaches operate on glottal flow waveforms instead of speech signals.

2.3.1. Extraction of MFCCs from the glottal flow estimated using QCP

The schematic block diagram of the extraction of MFCCs from glottal flow waveforms given by QCP is shown in Fig. 4. The procedure consists of mel-band-based analysis of the spectrum of the glottal flow waveform, followed by logarithm and discrete cosine transform (DCT). The spectrum is estimated using a 1024-point FFT with Hamming windowing in 25-ms frames with a 5-ms shift. From the entire cepstrum computed, the first 13 coefficients (including the 0th coefficient) are considered for each frame. The resulting cepstral coefficients (referred as MFCC-QCP) represent the excitation information in a compact form. Also, delta and double-delta coefficients are computed from the static cepstral coefficients.

2.3.2. Extraction of MFCCs from the approximate source waveform estimated using ZFF

The schematic block diagram of the MFCC extraction from the approximate voice source waveform estimated by ZFF is shown in Fig. 4. Similarly to the above (sec. 2.3.1), the procedure consists of mel-band-based analysis of the spectrum of the approximate voice source, now estimated with ZFF, followed by logarithm and DCT. The resulting cepstral coefficients are referred as MFCC-ZFF. Here also, static, delta and double-delta coefficients are computed for each frame.

3. Experimental protocol

This section describes the speech database used in the experiments, the reference features that were selected for comparison and the classifier.

3.1. Speech database

In this study, we used a Finnish speech database which consists of 8 different vowels uttered in three phonation types (breathy, modal and tense). The database was collected from 6 female and 5 male speakers whose age ranged between 18–48 years. Each vowel was uttered three times by all the speakers using the three phonation types, making the total number of vowels equal to 792 (3*3*8*11). Speech was recorded in an anechoic chamber at a sampling frequency of 44.1 kHz, but the data was later downsampled to 16 kHz. More details about the database can be found in [21].

3.2. Reference features

Three types of reference features were chosen for comparison: voice quality (VQ) features, conventional MFCCs extracted from speech, and zero-time windowing cepstral coefficients (ZTWCCs). These features were selected based on the findings in [21, 23, 29, 42] for discrimination of speech signals whose voice quality varied from breathy to tense. A brief description of the selected reference features is given below.

3.2.1. Voice quality (VQ) features

The VQ feature set consists of the Normalized Amplitude Quotient (NAQ) [26], Quasi-open quotient (QQQ) [21, 25], H1-H2 [27], Parabolic spectral parameter (PSP) [28] and Maximum dispersion quotient (MDQ) [29]. From these features, NAQ, QQQ, H1-H2 and PSP are extracted from glottal flow signals estimated using inverse filtering and MDQ is derived from wavelet transform on linear prediction residual signal.

3.2.2. Conventional MFCCs

Conventional MFCC features were computed using 25-ms Hamming windowed frames with a 5-ms shift. The first 13 cepstral coefficients (including the 0th coefficient) and their delta and double-delta coefficients were computed yielding a feature vector of 39 elements.

3.2.3. Zero-time windowing cepstral coefficients (ZTWCCs)

Cepstral features derived from high-resolution spectrum obtained by the zero-time windowing (ZTW) method are referred as ZTWCCs. ZTWCCs features were recently proposed for discrimination of phonation types in speech [35]. In this study, the first 13 cepstral coefficients (including the 0th coefficient) derived at the glottal closure instant locations are considered. From static coefficients, delta and double-delta coefficients are computed, which yields a feature vector of 39 elements.

3.3. Classifier

Support vector machines (SVMs) utilizing a radial basis function (RBF) kernel is used for classification [43]. Experiments were conducted with 10-fold cross-validation, where the data was partitioned randomly into 10 equal portions similar [29, 35]. One fold was held out to be used for testing with the remaining nine folds for training. Classification accuracies were saved in each fold and this process was repeated for each of the 10-folds. Finally, the mean and standard deviation of the accuracies were considered for evaluation.

4. Results and discussion

Experiments were carried out with the individual feature sets described in Section 2.3 (MFCC-QCP, MFCC-ZFF) and Section 3.2 (VQ, MFCC, ZTWCC) as well as with combinations of these feature sets to analyze the complementary information between the features. In the combination of features, the complimentary nature of the proposed features with the existing features is focused on.
The combinations considered are: MFCC-QCP+MFCC-ZFF, VQ+MFCC+ZTWCC, VQ+MFCC+ZTWCC+MFCC-QCP, VQ+MFCC+ZTWCC+MFCC-ZFF and combining all.

The results of the experiments for individual features and combination of features are given Table 1 in terms of mean and standard deviation of the classification accuracies. From the table, it can be seen that for the individual feature sets, the proposed MFCC-ZFF features show the highest accuracy (70.54%) compared to the reference features (VQ, MFCCs and ZTWCCs) and to MFCC-QCP. Experiments also revealed that there exists some complimentary information when the MFCC-QCP features are combined with the MFCC-ZFF features. Further, experimentation with the combination of the reference features with the proposed features revealed the existence of complimentary information clearly. Combination of the existing features with the proposed MFCC-ZFF features gave a higher classification accuracy (75.19%) compared to combination of the existing features with the proposed MFCC-QCP (73.54%). The largest improvement in the classification accuracy (76.58%) was achieved when all the features were combined.

Table 1: Mean and standard deviation of the classification accuracy (in %) after 10-fold cross validation with individual features and combination of features.

<table>
<thead>
<tr>
<th>Features</th>
<th>Mean accuracy [%]</th>
<th>Std deviation [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>VQ</td>
<td>64.21</td>
<td>4.97</td>
</tr>
<tr>
<td>MFCCs</td>
<td>68.52</td>
<td>5.14</td>
</tr>
<tr>
<td>ZTWCCs</td>
<td>69.38</td>
<td>4.53</td>
</tr>
<tr>
<td>MFCC-QCP</td>
<td>65.23</td>
<td>4.82</td>
</tr>
<tr>
<td>MFCC-ZFF</td>
<td>70.54</td>
<td>4.15</td>
</tr>
<tr>
<td>MFCC-QCP+MFCC-ZFF</td>
<td>71.28</td>
<td>5.13</td>
</tr>
<tr>
<td>VQ+MFCC+ZTWCCs</td>
<td>72.57</td>
<td>3.98</td>
</tr>
<tr>
<td>VQ+MFCC+ZTWCCs+MFCC-QCP</td>
<td>73.54</td>
<td>4.67</td>
</tr>
<tr>
<td>VQ+MFCC+ZTWCCs+MFCC-ZFF</td>
<td>75.19</td>
<td>4.43</td>
</tr>
<tr>
<td>Combining all features</td>
<td>76.58</td>
<td>3.96</td>
</tr>
</tbody>
</table>

Table 2 shows the confusion matrix for the combination of all the existing features (i.e., VQ+MFCCs+ZTWCCs). It can be observed that modal phonation is confused with breathy and tense voice. This happens also for the combination of the proposed MFCC-QCP (Table 3) and MFCC-ZFF (Table 4) features with existing features, even though there exists an improvement in overall accuracy and lesser improvement in the accuracy for modal phonation. Major improvement in accuracy with MFCC-ZFF (Table 4) features comes mainly with improvement in detection of breathy voice. From the combination of all features (Table 5), it can be clearly seen that there exists an improvement in the classification accuracy for all the classes and especially for modal phonation. Even though there is an improvement in accuracy, still there exists a confusion between modal and tense phonation. This trend in the accuracies is in line with the previous studies reported in [23,29]. Further, features that capture the production variations of tense phonation are required to reduce the confusion between modal and tense voices, and to improve the overall accuracy.

Table 3: Confusion matrix (in %) with 10-fold cross validation after combining MFCC-QCP and all the existing features (i.e., VQ+MFCCs+ZTWCCs+MFCC-QCP).

<table>
<thead>
<tr>
<th></th>
<th>Breathy [%]</th>
<th>Modal [%]</th>
<th>Tense [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breathy</td>
<td>79.56</td>
<td>18.01</td>
<td>2.43</td>
</tr>
<tr>
<td>Modal</td>
<td>15.28</td>
<td>64.34</td>
<td>20.38</td>
</tr>
<tr>
<td>Tense</td>
<td>2.22</td>
<td>21.11</td>
<td>76.67</td>
</tr>
</tbody>
</table>

Table 4: Confusion matrix (in %) with 10-fold cross validation after combining MFCC-ZFF and all the existing features (i.e., VQ+MFCCs+ZTWCCs+MFCC-ZFF).

<table>
<thead>
<tr>
<th></th>
<th>Breathy [%]</th>
<th>Modal [%]</th>
<th>Tense [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breathy</td>
<td>83.17</td>
<td>13.74</td>
<td>3.09</td>
</tr>
<tr>
<td>Modal</td>
<td>13.98</td>
<td>64.30</td>
<td>21.72</td>
</tr>
<tr>
<td>Tense</td>
<td>3.79</td>
<td>17.80</td>
<td>78.41</td>
</tr>
</tbody>
</table>

Table 5: Confusion matrix (in %) with 10-fold cross validation after combining all the features (i.e., VQ+MFCCs+ZTWCCs+MFCC-QCP+MFCC-ZFF).

<table>
<thead>
<tr>
<th></th>
<th>Breathy [%]</th>
<th>Modal [%]</th>
<th>Tense [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breathy</td>
<td>80.89</td>
<td>17.08</td>
<td>2.03</td>
</tr>
<tr>
<td>Modal</td>
<td>14.83</td>
<td>68.62</td>
<td>16.55</td>
</tr>
<tr>
<td>Tense</td>
<td>1.58</td>
<td>16.93</td>
<td>81.49</td>
</tr>
</tbody>
</table>

5. Summary and conclusions

In this paper, two new feature sets (MFCC-QCP and MFCC-ZFF) were derived from voice source waveforms to classify phonation types in speech. The MFCC-QCP features are derived from glottal flow waveforms estimated with the QCP glottal inverse filtering method and the MFCC-ZFF features are derived from approximate voice source waveforms obtained with the ZFF method. Experiments showed that on its own the MFCC-ZFF features can be used to achieve the highest accuracy in classification. In addition, the results revealed that the proposed MFCC features derived from voice source waveforms provide complimentary information that is present in the existing voice quality parameters, MFCCs and ZTWCCs.

6. Acknowledgements

This study was partly funded by the Academy of Finland (project no. 312490).

7. References


