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Abstract

Automatic speech recognition (ASR) has shown huge advances in adult speech; however, when the models are tested on child speech, the performance does not achieve satisfactory word error rates (WER). This is mainly due to the high variance in acoustic features of child speech and the lack of clean, labeled corpora. We apply the factored time delay neural network (TDNN-F) to the child speech domain, finding that it yields better performance. To enable our models to handle the different noise conditions and extremely small corpora, we augment the original training data by adding noise and reverberation. Compared with conventional GMM-HMM and TDNN systems, TDNN-F does better on two widely accessible corpora: CMU Kids and CSLU Kids, and on the combination of these two. Our system achieves a 26% relative improvement in WER.

Index Terms: speech recognition, child speech, deep neural network

1. Introduction

Automatic speech recognition (ASR) technologies enable automatic conversion of recorded spoken language into written text by computers. Techniques for ASR have evolved from filter bank analysis to Gaussian mixture-based hidden Markov models (GMM-HMM) to, most recently, deep neural networks (DNN) [1, 2]. These advances have lead to application of ASR in various fields, such as education, entertainment, medical assistance, and home automation [3].

Many of these applications can benefit children. For example, interactive reading tutors [4] and automatic reading assessment systems can help school-age and preschool children in learning both native and foreign languages [5, 6]. However, challenges in ASR for child speech have hindered its adoption for such applications. A study in [7] shows that the word error rate (WER) of child speech recognition can be 2 to 5 times higher than ASR for adults. Difficulties in acoustic and language modeling for child speech contribute to this inaccuracy: higher inter-speaker variance due to the development of vocal tract, different formant locations and spectral distribution [8], and the inaccuracy in pronunciation and grammar due to acquisition of languages [9]. More importantly, insufficient data also limits the performance of ASR for children. Adult speech corpora normally contain hundreds of hours of data, while most publicly available child speech corpora have less than 100 hours of data [10, 11].

Though the inaccuracy in ASR for child speech comes from multiple challenges, the major one is the last we have mentioned: a lack of available data. A neural network can learn complicated and highly varied features, leveraging deeper structure or a bigger model, as long as we have enough data to train it. In [12], the performance of convolutional long short term memory (CLDNN) systems and traditional LSTM systems in the scenario of massive training data (607M frames for adults and 459M for children) is studied. With this private child speech corpus of size comparable to the adults’ ones, the CLDNN system achieves a state-of-the-art performance (WER of 9.4%). Such performance is competitive with some of the best ASR system for adults, which shows that a DNN is capable of modeling the complicated acoustic features for child speech.

However, most systems do not have the luxury of training their acoustic model with this large of a corpus, as the publicly accessible corpora are quite limited. Several strategies have been taken to tackle this problem. Earlier efforts include refining existing data with a more detailed annotation [13] and capturing the characteristics of speakers in the feature level. Vocal tract length normalization (VTLN), for example, aims to normalize the spectral distribution of different speakers by a transformation on the feature-level. Speaker-adaptive training (SAT), on the other hand, modified the objective function for parameter estimation [14].

In the context of DNNs, recent research focuses more on how to better utilize the available data by augmentation and transfer learning. A fixed-size, context-dependent (+5 frames) feed-forward DNN model trained on a small child speech corpus and an adult speech corpus is presented in [15]. By applying data augmentation and language model adaptation (a trigram model trained exclusively on transcripts of the training data), the proposed model achieved a WER of 16.9%. A transfer learning technique is presented in [9] to fine tune the top and bottom layers of a DNN acoustic model trained on adults’ speech with a child speech corpus, reaching a competitive WER (17.8%).

Another approach to improve ASR for child speech with limited data is to find a more data-efficient network. We demonstrate that factored time delay (TDNN-F), a recently proposed modification of the traditional TDNN network [16], suits this need. Though TDNN-F has never been applied to ASR for children, it has shown impressive data efficiency in different experiment settings for adult ASR. With sufficient data, e.g. 1000 hours, TDNN-F achieves comparable or slightly better performance with about half of the size of a TDNN-LSTM or a BLSTM model. When tested in ASR for low-resource languages (each of which has about 80 hours of available data), TDNN-F outperforms the alternative models using a similar number of parameters. Both cases indicate that TDNN-F is more data-efficient, which is desired for modeling child speech. We found the low-resource scenario particularly encouraging.
as it tackles similar problems to ours in ASR for children.

In this paper we extend previous TDNN-F training techniques to our child speech scenario. We present the progress of our research from the simplest GMM-HMM based system up to the TDNN-F. The effectiveness of the method is validated considering that only 80 hours of data is available for the complete setup. Furthermore, we include a complementary study on VTLN with TDNN-F. Although VTLN decreases WER in GMM-HMM systems, as expected, it shows minimal improvement with TDNN-F. Lastly, we explore the effect of data augmentation on extremely small data sets. By introducing data augmentation, the performance of TDNN-F is further improved on a matched testing set, yet such improvement cannot be extended into the scenario where there is a mismatch between training and testing sets.

The rest of this paper is organized as follows. Section 2 gives a detailed description of our model. Section 3 shows the setup of our experiments. Section 4 presents and discusses the obtained results, followed by conclusions and future work in Section 5.

2. System Description

2.1. TDNN-F in Acoustic Modeling

Our system uses a hybrid DNN-HMM structure for acoustic modeling, where the HMM models each triphone with 3 states, and the emission probabilities of all states are estimated by one TDNN-F. As the TDNN-F is a refinement of the traditional TDNN, it is worthwhile to discuss the model with TDNN structure, and then escalate it into a TDNN-F model.

A traditional time delay neural network (TDNN) can be regarded as a fully-connected 1-dimensional convolutional neural network. In each layer, the input at time step \( t \) is fed forward to the next layer with its neighbors within a certain context window [17]. As the network gets deeper, it has the ability to capture features in a wider context window, but the overlap among frames makes this network computationally inefficient. As shown in Figure 1, instead of passing every frame to the next layer, we can sub-sample the input sequence and pass only the sampled frames (shown in blue). The window size at each layer is tuned as a hyper-parameter [18].

To train a TDNN-F acoustic model, a GMM-HMM model is trained to provide labeled data by aligning the frames to phone states. The hybrid model is then trained using lattice-free maximum mutual information (LF-MMI). MMI criterion maximizes the posterior probability of the transcript given the audio signal, but it involves summing the joint probability over all possible word sequences allowed by the acoustic and language models (LM) in the system. MMI can be approximated by summing over the lattice instead of all possible sentences, but it is still computationally expensive. LF-MMI loss with cross-entropy loss during training. An additional output layer was built to calculate the cross-entropy loss. Only the LF-MMI output layer is used during decoding.

3. Experiment Setup

All of the experiments were carried out using the Kaldi toolkit [21]. In this section, we provide details of the corpora, data augmentation process, and the two models we used in our experiment.

3.1. Corpora and Data Preparation

We trained and tested our models using 2 child speech corpora, CMU_Kids [22] and CSLU_Kids [23], both of which are publicly available [24, 25]. The CMU_Kids corpus contains 5180 utterances, recording 78 speakers reading 1 sentence per utterance. The (scripted part of) the CSLU_Kids corpus contains
around 100 speakers saying a single word or reading a short phrase in each utterance. As shown in Table 1, we randomly reserved 30% of the utterances from each corpus for development testing. All of our models were trained on both of the corpora separately, as well as on the combined training set.

Table 1: Child Speech Corpora and Training/Test Splits

<table>
<thead>
<tr>
<th></th>
<th>CMU_Kids</th>
<th>CSLU_Kids</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Utterances</td>
<td>3621</td>
<td>1559</td>
<td>53647</td>
</tr>
<tr>
<td>Duration (hours)</td>
<td>6.34</td>
<td>2.76</td>
<td>23.51</td>
</tr>
</tbody>
</table>

Since CMU_Kids is particularly small in size, and it is noisier than CSLU_Kids, we trained a TDNN-F model with augmented training set from CMU_Kids by adding babble noise and reverberation. Babble noise was created by combining 3 to 5 speakers from the Mixer-6 corpus [26], and then added to the original training set. On top of additive babble noise, we simulated room reverberation using the RIRS_NOISES database [27]. In total, we generated 2 augmented copies (babble noise and babble noise with reverberation) of the data and used them alongside the original, clean training data as the training set of the TDNN-F. Alignments used for the new augmented data came from their corresponding clean copies.

Mel-frequency cepstral coefficients (MFCC) were used as the front-end feature. We extracted MFCC features from a 25 ms window, and a frame rate of 10 ms. For the GMM-HMM system, 13 MFCCs and their corresponding ∆ and ∆-∆ features were used. For TDNN-F system, high-resolution MFCCs were used. The input vector is the concatenation of 40-dimension cepstral coefficients of both the current and neighbor frames, and a 100-dimension i-vector of the current frame.

Figure 3: Feature Processing and Model Training Recipes

3.2. TDNN-F System

For the TDNN-F network, we followed the three-stage splicing structure. As shown in Figure 3, we started by building a traditional 3-state left-to-right GMM-HMM triphone model to provide aligned (frame to phone state) training data for the DNN system. For better alignment, linear discriminant analysis (LDA), feature-space maximum likelihood linear regression (fMLLR), and speaker adaptive training (SAT) are included.

Our model is then trained using the aligned data. High-resolution MFCC of the current (t) and neighboring (t−1, t+1) frames were concatenated with an i-vector of the current frame, and used as the input feature. After transferring the input feature into the hidden dimension (1024), 12 TDNN-F layers were used as the hidden layers. Each TDNN-F layer can be regarded as a large TDNN layer (with a dimension of 1024), followed by two bottleneck layers (equivalent of two small TDNN layers with a dimension of 256). (All (large and small) hidden layers concatenate the current frame with either the left or right neighbor before forwarding it to the next layer.

On top of the hidden layers, two separate output layers were built: one for the LF-MMI objective function and another for the cross-entropy objective function. When training the model, the losses with respect to the two objective functions were interpolated, while in decoding, only the LF-MMI output was used.

3.3. Baseline System

To illustrate the effectiveness of TDNN-F, we also built a traditional TDNN as the baseline system. The baseline network was constructed to have a comparable size (in number of parameters) as the TDNN-F. The baseline system has the same input as the TDNN-F system, and the same number of hidden layers (12). Each hidden layer is a TDNN layer with a dimension of 768, and a window size of 1 (on both sides). Since the input and output layer of the two networks are approximately the same, we compare the size of two networks by comparing the number of parameters in each hidden layer, and the baseline system is about 1.5 times in size as the TDNN-F system.

3.4. Language Model

Both the baseline model and TDNN-F model use the same lexicon and language model (LM). We uses the CMU Pronunciation Dictionary as the lexicon, and the LM is a 3-gram model trained on LibriSpeech. An additional phone-level 4-gram LM was trained from the lexicon and used in the LF-MMI training for the TDNN-F.

4. Results and Discussion

All of our models described in Section 3 were tested with the datasets described in Section 3.1. Table 2 shows a comparison among all of our models. Dev denotes the development set from the same corpus as the training set, while Test denotes the development set from the combined set.

Table 2: WER Comparison of Different Acoustic Models

<table>
<thead>
<tr>
<th></th>
<th>CMU_Kids</th>
<th>CSLU_Kids</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev</td>
<td>Test</td>
<td>Dev</td>
</tr>
<tr>
<td>GMM</td>
<td>29.6%</td>
<td>75.9%</td>
<td>32.5%</td>
</tr>
<tr>
<td>GMM + VTLN</td>
<td>29.5%</td>
<td>74.9%</td>
<td>31.6%</td>
</tr>
<tr>
<td>TDNN (baseline)</td>
<td>20.1%</td>
<td>77.9%</td>
<td>13.7%</td>
</tr>
<tr>
<td>TDNN-F</td>
<td>17.3%</td>
<td>77.0%</td>
<td>10.8%</td>
</tr>
<tr>
<td>TDNN-F + VTLN</td>
<td>17.6%</td>
<td>78.2%</td>
<td>13.3%</td>
</tr>
</tbody>
</table>

Adapted from the Kaldi-Material recipe.

Adapted from the Kaldi MiniLibriSpeech recipe.
4.1. Word Error Rate Analysis

The first row shows the WER result from the GMM-HMM system, which is used to align the training data for the baseline TDNN and TDNN-F system; the second and third row show a comparison between the TDNN and the TDNN-F systems. By comparing these two rows, it can be seen that TDNN-F outperforms the baseline in almost all combinations of training and testing data. On the combined data set, the TDNN-F achieves a relative improvement of 26%.

Table 2 shows that TDNN-F is generally a better model than the baseline, but it gives limited information about the kind of mistakes that the models made. Though TDNN-F shows great strength in the Dev sets, it is worth noticing that when the training set is extremely small, i.e., on CMU_Kids, TDNN-F has no such advantage against the GMM-HMM model on the Test set. Part of the reason is that TDNN-F, like all other neural models, suffers more from the insufficiency of training data due to the massive number of parameters. Another reason is that, comparing to CSLU_Kids, CMU_Kids has more noise. Data augmentation is introduced with the expectation that it would compensate for the insufficiency and mismatch of data. More discussion on augmentation follows in Section 4.2.

Since previous research [8] has shown the effectiveness of VTLN on GMM-HMM models for recognizing child speech, we also explored applying VTLN along with TDNN-F. We find however, by comparing the first and last two rows in Table 2, that while VTLN does improve the WER performance of GMM-HMM model as reported in [8], it doesn’t have a significant effect on TDNN-F.

4.2. Performance on Small Dataset

To further study how models are affected when the training set is extremely small, i.e., around 6 hours in our case, we compare the performance of different models (GMM, TDNN, TDNN-F) trained on only CMU_Kids. We examine WER separately on the CMU_Kids and CSLU_Kids development sets to study the effect of matched versus mismatched noise conditions in training and test, showing how well the models generalize.

Table 3: WER for Very Small Training and Mismatched Test Sets

<table>
<thead>
<tr>
<th></th>
<th>CMU_Kids</th>
<th>CSLU_Kids (Mismatched)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM</td>
<td>29.5%</td>
<td>85.4%</td>
</tr>
<tr>
<td>TDNN (baseline)</td>
<td>20.1%</td>
<td>89.8%</td>
</tr>
<tr>
<td>TDNN-F</td>
<td>17.3%</td>
<td>89.1%</td>
</tr>
<tr>
<td>TDNN-F + Aug</td>
<td>16.0%</td>
<td>89.0%</td>
</tr>
</tbody>
</table>

As seen in Table 3, GMM outperforms both neural models in the mismatched scenario as expected because it has less parameters. Though showing no significant advantage over TDNN in the mismatched setting, augmentation does compensate for the shortage in training data, and improve the WER on the matched test set.

4.3. Error Analysis

Table 2 shows that TDNN-F is generally a better model than the baseline, but it gives limited information about the kind of mistakes that the models made. Table 4 presents the details of the three types of mistakes measured in WER: insertion, deletion and substitution. For each model, the first row shows the number of mistaken words that fall into each category, followed by the percentage of each category in the total WER in the second row. For TDNN-F, we also show their relative improvement compared to the baseline.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Ins</th>
<th>Del</th>
<th>Sub</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDNN (baseline)</td>
<td>—</td>
<td>18.8%</td>
<td>27.8%</td>
<td>53.3%</td>
</tr>
<tr>
<td>TDNN-F</td>
<td>18.8%</td>
<td>32.7%</td>
<td>47.7%</td>
<td></td>
</tr>
<tr>
<td>Improvement</td>
<td>26%</td>
<td>22%</td>
<td>13%</td>
<td>34%</td>
</tr>
</tbody>
</table>

Compared to ASR systems for adults that have a similar WER as our TDNN-F system, a larger portion of the total word errors in children’s speech comes from insertions and deletions. For example, in one of the example recipes for LibriSpeech from Kaldi, the total WER is around 12%, and substitutions make up 80% of the errors. This is not surprising, considering that both the test sets we use contain children trying to read, and most of them are still learning how to read. Here is an example transcript provided by the TDNN-F system and its reference transcript provided by the CMU_Kids corpus:

**Reference:** : If a lightning storm comes there are four things you can do to say stay sick help stay help stay safe.

When measuring WER, this sentence is ruled to have 6 insertion errors. But when we listened to the recording, we found that the speaker was clearly struggling with the phrase “stay safe”, as she attempted it multiple times, and hesitated between saying “stay health (healthy)” and “stay safe”. This points to potential transcription issues and their impact, albeit likely to be small, on the measured WER in the two corpora we are using.

5. Conclusions and Future Work

By comparing factored time delay neural networks (TDNN-F) with different traditional and state-of-the-art systems, we demonstrate the efficacy of TDNN-F for the task of automatically recognizing child speech. We build a TDNN-F system that outperforms its alternatives in datasets with various sizes. We explore the impacts of vocal track length normalization (VTLN) and data augmentation on the performance of TDNN-F system. Though effective with traditional models like GMM-HMM, VTLN has no significantly impacts on TDNN-F. When trained with an extremely small dataset, data augmentation helps improve the performance of TDNN-F on test data in the same channel condition as the training set.

For future research, we would like to explore the potential improvements brought by the acoustic characteristics of child speech. Formants, for example, can be particularly useful in recognizing the vowels in the speech. Another problem that needs to be solved is to tackle the inaccuracy of evaluating the models with WER when there is a mismatch between the actual recordings and the provided scripts. A biased language model, or a sub-word-level adjustment might be some good directions to go for identifying and cleaning up the reference transcripts of child speech. We are also interested in strengthening the training data sets by adding in adult speech.
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