Elpis, an accessible speech-to-text tool
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Abstract

Elpis is a speech-to-text tool which has been designed to give language workers, including linguists and speech scientists, access to cutting-edge automatic speech recognition software, without the specialist training typically required to run these systems. Our presentation would demonstrate local and server-based versions of Elpis using sample data from the Abui (ISO 639: abz) language, about 17,000 speakers in Indonesia. Attendees would gain a sense of the benefits that a first-pass ASR transcription can bring to transcription workflows.
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1. Introduction

The task of transcribing recorded audio is important in many language and speech science workflows, yet it can be very slow. A 2017 survey of 50 linguists found that it takes 40 hours to transcribe one hour of audio on average [1]. For some languages the ratio was reported up to 230:1. Using contemporary software techniques such as automatic speech recognition (ASR), we can improve the experience of the language worker, resulting in practical and psychological benefits for their work [2].

2. Elpis

2.1. Speech-to-text Technologies

ASR technologies such as Google Translate can transcribe 180 of the world's languages [3], but these tools aren't able to be used by language researchers or communities for languages not supported by the provider. Typically, third-party provided ASR services don't reach to any endangered languages, or for languages with small quantities of data for training ASR models. For languages not covered by third-party providers, speech recognition toolkits such as Kaldi [4] can be used given significant specialist training to install and configure the software. This requirement for highly specialist skills puts this approach out of reach of many language communities and researchers.

2.2. Elpis

To address this gap, the ARC Centre of Excellence for the Dynamics of Language has been developing Elpis [5], an ASR system which can be used to obtain a first-pass transcription on un-transcribed audio, without requiring a high degree of specialist training to implement. Elpis brings cutting-edge speech recognition technology within reach of low-resource language researchers who don’t have backgrounds in speech engineering. With Elpis, we hope to enable community members to make a significant impact on transcribing their own languages from new recordings, or breathing life into archival, cultural heritage material.

Elpis has been developed to be user-friendly for novice and technical users. At the core of Elpis, Kaldi provides the technology required to train ASR models and obtain an inference on un-transcribed audio. Elpis provides a means to interact with Kaldi via either a graphical user interface (GUI) as a browser-based application, or via a Python application programming interface (API).

2.3. Command-line usage

Prior to the design of the GUI, Elpis consisted of a set of Python scripts which were used to process audio and annotation data into the formats and locations expected by Kaldi. Scripts were used to run training stages of a Kaldi 'recipe', and to infer a transcription for un-transcribed audio. Interaction with the Python scripts was by the command-line, requiring some degree of familiarity with command-line usage. For some users, this was a significant barrier to overcome, which led to the response of designing a graphical interface, more aligned with the types of interfaces with which many language workers are familiar.

![Figure 1: Elpis command-line output](image)

2.4. GUI

The Elpis GUI was designed in collaboration with linguists over the course of a Summer Research Program, following co-design processes to ensure the interface and intention of the
tool were aligned with people’s actual work needs. Co-design participants included language documentation linguists, phoneticians, archivists, early-career and highly experienced researchers. This coverage of experience and disciplines ensures that Elpis is adaptable to a wide range of situations.

Primary considerations in the design of the interface were to increase user confidence in the speech-to-text process, increase reproducibility of using the system, and give users opportunities to influence the training of models by adapting results of automated data preparation stages. The interface gives the same functionality as the prior set of scripts, processing and moving files into the formats and locations that Kaldi expects, with a significantly lower technical barrier to entry (and a lower fear factor).

![Figure 2: The Elpis graphical user interface](image)

2.5. Python API

Maintaining programmatic access to the functionality provided by the Python scripts has been important in the development of Elpis. To satisfy this, the scripts previously used in the first command-line version have been re-designed to be used via an API, rather than being used directly. An application programming interface (or API) is a simple, standardised way of triggering more complex behaviour in an underlying software system. At a fundamental level, they allow software systems to “talk” to one another. APIs can be attached to nearly any software system, allowing people to programmatically perform actions like sending text messages, performing a bank transaction, or in our case, transcribing recorded audio.

2.6. Technologies

Elpis is composed of multiple technologies. At its core is the Kaldi ASR toolkit, itself a collection of Shell and C++ scripts. The API is written in Python, the GUI is a React app which interacts with a Python Flask server.

Elpis is deployed via a Docker [6] image, a virtualisation technology which enables one code base to be distributed to the multitude of computer operating systems that are evident in the field of language research.

Elpis can be installed locally on an individual computer or deployed onto a server for people to remotely access. For some people, local installation will enable them to use this technology for language research with restrictive ethics, that would otherwise preclude them uploading data to a third-party service’s cloud storage and processing servers.

2.7. Usage

Using the system requires some amount of annotated data (currently in the form of Elan [7] transcriptions) to use as a training set to build an ASR model. The results from a first-pass inference can be exported in Elan format and edited, then the model can be re-trained. Future work includes an interface to edit the results in the Elpis interface and update the model based on the corrections.

3. Conclusions

Elpis has been developed to satisfy a need for accessible speech-to-text technologies, usable by people without specialist training. The design of Elpis provides a means for novice users to confidently use ASR tools, and supports power-user access to Kaldi ASR toolkit via an API.
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