Using Ultrasound Imaging to Create Augmented Visual Biofeedback for Articulatory Practice
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Abstract

Ultrasound images of the tongue surface can be used to provide real-time visual feedback for clinical practitioners and speakers adjusting pronunciation patterns. However, rapid and complex movements of the tongue can be difficult to interpret and directly relate to desired changes. We are developing a method for simplified visual feedback controlled by efficient, real-time tracking of tongue contours in ultrasound images. Our feedback and control paradigm are briefly discussed, and video of a potential game-like biofeedback stimulus is demonstrated.
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1. Introduction

Instructive feedback based on ultrasound imaging of articulators can be an important tool in clinical speech therapy, both by providing insights to clinicians and by providing visual feedback to speakers to support communication and implementation of clinical instructions. However, due to complexity and rapidity of tongue movement, this visual feedback may only opaqueely indicate to a speaker how to adjust the articulatory trajectory of an undesired movement pattern.

Augmented visual feedback, with representative movement of tongue parts, may improve clinical outcomes. We demonstrate the concept of a practice game in which real-time tongue movement controls in-game elements. This augmented biofeedback game is intended to guide speakers towards desired pronunciation and acquisition of the American English rhotic /ɹ/ sound, which is often difficult for children or second-language speakers to acquire [1,2]. This proceeding briefly describes the ultrasound imaging algorithm which provides the realtime data and focuses on the biofeedback-controlled game design concept, control and clinical applicability.

2. Methodology

We have developed a real-time tracking program TonguePART (Tongue Profiles with Automatic Rapid Tracking) that provides tongue contour data from ultrasound images at 36 frames per second. The tongue contour is manually identifiable in a single frame by an input of one calibration point and two threshold brightness values, after which the algorithm automatically tracks the tongue contour based on local brightness maxima. The tongue contour is separated into three equal-length regions corresponding to the root, dorsum, and blade regions of the tongue (see Figure 1). Within the target tongue regions, three reference points are automatically defined and used to calculate the average position of each region in each ultrasound frame. Reference point position and regional displacement are calculated and transmitted to the feedback program using a TCP/IP connection to provide a real-time control signal.

Because the target /ɹ/ productions may have quasi-independent motion of the root, dorsum and blade tongue regions, motion of these three regions may potentially provide a clinically relevant control signal for the biofeedback display [3,4,5].

2.1. Augmented Visual Biofeedback

Our potential biofeedback format is a ‘basketball shooting’ paradigm, in which the real-time tongue tracking information will provide a control signal moving the basketball towards or away from a basketball hoop (Figure 2). A prototype basketball game animation was developed in Unity3D (Unity Technologies, San Francisco, CA, USA), which allows for viewing onscreen or in a virtual reality headset display. In our initial concept, the goal of the game is to make a basket, where the ball motion will be determined based on conformance to target tongue trajectories to be determined from measurements of accurate /ɹ/ production. In principle, the parameters of the application can be manipulated so that an accurate production will make a basket, whereas misarticulated productions will miss the basket. This creates a paradigm of real-time visual feedback, intended to be intuitive to a speaker.
2.3. Clinical Application

Previous biofeedback interventions for rhotic production have identified that optimal outcomes are reached when individuals can explore different tongue configurations and movement patterns [9]. The design goal attempts to elicit differentiated tongue part movements to produce an accurate /ɹ/ production without a focus on internal proprioception. There are two generalized types of /ɹ/ productions considered bunched and retroflex, however, even within these trajectories there can be significant variation [10]. The biofeedback concept described here would allow the shifting of control parameters to accommodate individual variations while keeping the same task parameters required for clinical intervention [11].

3. Conclusions

This paradigm attempts to enhance adjustment of articulation by supplanting cues towards complex and variant tongue movement through realtime exploration towards an externally focused goal. Future steps include implementing this concept in a real-time biofeedback system within the clinical setting.
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