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Abstract
We propose a direction-of-arrival (DOA) estimation technique which assumes that speech sources are sufficiently sparse and there is only one active speech source at each time-frequency (T-F) point. The proposed method estimates the DOA of the active speech source at each T-F point. A typical way for DOA estimation is based on grid-searching for all possible directions. However, computational cost of grid-searching is proportional to the resolution of search area. Instead of accurate grid-searching, the proposed method adopts rough grid-searching followed by an iterative parameter optimization based on Majorization-Minimization (MM) algorithm. We propose a parameter optimization method which guarantees a monotonical increase of the objective function. Experimental results show that the proposed method estimates DOAs of speech sources more accurately than conventional DOA estimation methods when computational cost of each method is almost the same.

Index Terms: DOA estimation, sparlessness, auxiliary function

1. Introduction

Direction-of-Arrival (DOA) estimation techniques are fundamental and enable the tracking of an active speaker in acoustic applications such as smart speaker applications, speech diarization systems [1], humanoid robots [2], and so on. DOA estimation is also useful in speech source separation [3–7]. Typically, these applications have multiple microphones. Multiple microphone input signals contain DOA information of the active speaker in the form of differences between input signals, i.e., amplitude ratio, time difference, or phase difference. Generally speaking, it is possible to perform more accurate DOA estimation with more microphones. However, accurate DOA estimation suffers from high computational cost. Thus, one challenge is to perform accurate DOA estimation with many microphones with lower computational cost.

For a long time, several DOA estimation techniques have been studied [8–17]. Early works have been imported from the wireless communication research field, e.g., multiple signal classification (MUSIC) [10–12] and estimation of signal parameters via rotational invariance techniques (ESPRIT) [13]. Although original methods output discrete DOA estimates for narrow-band signals, there are several advanced techniques which output continuous DOA estimates for broadband signals [18–20]. Because these methods have not been developed for speech signals, characteristics of speech sources are not fully utilized. Steering response power (SRP) based methods [21–23] are DOA estimation techniques for broad-band signals such as speech signals. Because the SRP based methods are based on fixed-beamforming, the resolution is not enough when there are multiple speech sources.

Sparlessness-aware DOA estimation techniques have been also proposed [24–28]. These techniques fully utilize characteristics of speech sources, i.e., W-disjoint orthogonality [29]. These techniques assume that speech sources are highly sparse in time-frequency (T-F) domain and there is at most one active speech source per each T-F point. In DUET [24], the DOA of the active speech source at each T-F point is estimated from phase differences between two microphones under the W-disjoint orthogonality assumption. Then, DOAs of multiple speech sources are estimated by peak-searching a histogram of phase differences across T-F axes. DUET with two microphones works well under anechoic and noiseless environments. On the other hand, DOA estimation accuracy degrades under reverberant and noisy environments. Although DOA estimation accuracy will be higher with a longer distance between two microphones, there is an upper limit on the allowable distance between two microphones due to the spatial aliasing problem [26].

There are several sparlessness-aware DOA estimation techniques which overcome the spatial aliasing problem by utilizing more than three microphones [3, 26, 30]. Modified Delay-and-Sum Beamformer (MDSBF) [3] estimated the DOA of the active speech source at each time-frequency point by grid-searching for all possible directions. Because computational cost of grid-searching is proportional to the resolution of search area, fine grid-searching is typically problematic. Instead of fine grid-searching, stepwise phase difference restoration (SPIRE) methods [26, 30] optimize an approximated objective function with the Taylor expansion [30]. However, the optimization step is heuristically derived and there is less theoretical justification.

In this paper, we propose a sparlessness-aware DOA estimation method which estimates the DOA of the active speech source at each T-F point without fine grid-searching. The DOA of the active speech source is estimated with rough grid-searching followed by an iterative parameter optimization. The objective function in the parameter optimization is based on the objective function of the MDSBF. Because a closed-form solution cannot be achieved, a quadratic surrogate function is derived based on an inequality originally proposed in the context of time delay estimation [31]. A solution which optimizes the proposed surrogate function can be obtained with lower computational cost than grid-searching. It is also guaranteed that the proposed method increases the objective function monotonically based on the Majorization-Minimization (MM) algorithm [32]. Experimental results show that the proposed method can perform more accurate DOA estimation than conventional methods with similar computational cost under reverberant and noisy environments.

2. Problem statement

2.1. Signal modeling

A recorded microphone input signal is transformed from time-domain into a T-F domain via short time Fourier transform. In the T-F domain, a multi-channel microphone input signal $x_{lk} \in \mathbb{C}^{N_m}$ ($l$ is the frame index, $k$ is the frequency index, and $N_m$ is
the number of the microphones) is modeled as follows:

\[ x_{lk} = \sum_{i=1}^{N_s} s_{il} a_{ilk} + n_{lk}, \]  

where \( N_s \) is the number of the speech sources, \( s_{il} \) is the \( i \)-th speech source signal, \( a_{ilk} \) is the steering vector of the \( i \)-th speech source, and \( n_{lk} \) is the background noise signal. The steering vector \( a_{ilk} \) contains DOA information of the \( i \)-th speaker and it is parameterized with the DOA of the speech source as \( a_{ilk} = a_{\theta_i, \phi_i, k} \), where \( \theta_i \) and \( \phi_i \) are the azimuth and elevation of the \( i \)-th speech source, respectively. The active speech source and the noise signal are assumed to be uncorrelated with each other. It is also assumed that the noise signal in each microphone is uncorrelated with each other and it has the same power as \( E[n_{lk} n_{lk}^H] = P(n)I \), where \( H \) is the Hermitian transpose of a matrix/vector, \( E \) is the expectation operator, \( I \) is the \( N_m \)-dimensional identity matrix, and \( P(n) \) is the expected value of the noise power. The objective is to estimate \( \{\theta_i, \phi_i\}_{1 \leq i \leq N_s} \) from the observed microphone input signal \( \{x_{lk}\}_{1 \leq l \leq L, 1 \leq k \leq K} \).

2.2. W-disjoint orthogonality

In [29], it is assumed that speech sources are sufficiently sparse and there is at most one active speech source per each T-F point (W-disjoint orthogonality). Under the W-disjoint orthogonality assumption, the mixture is approximated as follows:

\[ x_{lk} \approx s_{lk} a_{lk} + n_{lk}, \]  

where \( s_{lk} \) and \( a_{lk} \) are redefined as the source signal of the active speech source and the steering vector at the \( l \)-th frame and the \( k \)-th frequency, respectively. Let \( (\theta_{lk}, \phi_{lk}) \) be the DOA of the active speech source at the \( l \)-th frame and the \( k \)-th frequency as well. DOA histogram based methods [3, 26, 30] estimate DOAs of all speech sources as follows:

1. Estimate \( \theta_{lk}, \phi_{lk} \) from the microphone input signal \( x_{lk} \).
2. DOAs of multiple speech sources are estimated by peak-searching a histogram of \( \{\theta_{lk}, \phi_{lk}\}_{1 \leq l \leq L, 1 \leq k \leq K} \) across T-F axes.

2.3. Conventional approach of DOA estimation at each time-frequency point

Modified Delay and Sum Beamforming (MDSBF) [3] estimates \( a_{lk} \) by using grid-searching for all possible directions. Let \( b_{\theta, \phi, k} \) be the normalized steering vector of a possible direction \( (\theta, \phi), \text{i.e., } \|b_{\theta, \phi, k}\|^2 = 1 \). Square of the inner product between \( b_{\theta, \phi, k} \) and \( x_{lk} \) can be calculated in the form of the expected value as follows:

\[ P_{\theta, \phi, l, k} = E\left[|b_{\theta, \phi, k}^H x_{lk}|^2\right] = P_s |b_{\theta, \phi, k}^H a_{lk}|^2 + P_n, \]  

where \( P_s \) is the expected value of the signal power. It is important to note that \( P_{\theta, \phi, l, k} \) is maximized when \( b_{\theta, \phi, k} = a_{\theta, \phi, k} \). This means that we can estimate the DOA of the active speech source \( (\theta_{lk}, \phi_{lk}) \) by maximizing \( P_{\theta, \phi, l, k} \) w.r.t. \( (\theta, \phi) \). Unfortunately, a closed-form solution which maximizes \( P_{\theta, \phi, l, k} \) cannot be obtained. Instead, MDSBF estimates \( (\theta_{lk}, \phi_{lk}) \) via grid-searching for all possible directions with an approximation of the expected value as follows:

\[ (\hat{\theta}_{l, k}, \hat{\phi}_{l, k}) = \arg \max_{(\theta, \phi) \in \Omega} P_{\theta, \phi, l, k} \approx \arg \max_{(\theta, \phi) \in \Omega} |b_{\theta, \phi, k}^H a_{lk}|^2, \]  

where \( \Omega \) is the set of all possible directions. The steering vector \( b_{\theta, \phi, k,m} \) is modeled as a function of \( \theta, \phi \) with the far-field assumption as follows:

\[ b_{\theta, \phi, k,m} = \frac{1}{\sqrt{N_m}} \exp\left(j2\pi f_k \frac{q_{\theta, \phi, k}^T d_m}{c}\right), \]  

where \( b_{\theta, \phi, k,m} \) is the \( m \)-th element of \( b_{\theta, \phi, k} \), \( j \) is the imaginary unit, \( f_k \) is the frequency [Hz] of the \( k \)-th frequency bin, \( c \) is the sound speed [m/s], \( d_m \) is the three-dimensional position vector of the \( m \)-th microphone, \( T \) is the transpose operator of a matrix/vector, and \( q_{\theta, \phi} \) is the position vector of a virtual speech source which comes from the \((\theta, \phi)\) direction on the unit sphere, which is defined as \( q_{\theta, \phi} = (\cos \theta \cos \phi, \sin \theta \cos \phi, -\sin \phi)^T \). The MDSBF framework is quite solid, but one problem is that its computational cost is proportional to the number of grid points \( |\Omega| \). Thus, the computational cost is typically problematic when the resolution is precise.

3. Proposed method

The proposed method avoids the fine grid-searching for all possible directions by incorporating an iterative parameter optimization technique based on Majorization-Minimization (MM) algorithm [32]. Instead of the original objective function, the parameter is updated so as to maximize the derived surrogate function.

3.1. Derivation of objective function

The objective function of the proposed method is based on the objective function of the MDSBF. The objective function \( F \) is derived under the assumption that all microphone input signals have the same amplitude at each time-frequency point as follows:

\[ F(\theta_{lk}, \phi_{lk}, x_{lk}) = \|b_{\theta, \phi, k}^H a_{lk} x_{lk}\|^2, \]  

where \( \theta_{lk}, \phi_{lk} \) is the normalized input vector defined as \( \frac{x_{lk}}{\sqrt{x_{lk}^H x_{lk}}} \). Because \( \|a_{\theta, \phi, k}\|^2 = 1 \), it can be expanded with (5) as follows:

\[ b_{\theta, \phi, k}^H a_{\theta, \phi, k} x_{lk} = \frac{1}{\sqrt{N_m}} \sum_{m=1}^{N_m} \exp\left(j\sigma_{lk,m} - j\alpha_k q_{\theta, \phi}^T d_m\right), \]  

where \( \alpha_k = \frac{2\pi f_k}{c} \). Optimization of \( F \) at each time-frequency point w.r.t. \( q_{\theta, \phi} \) under the constraint that \( \|q_{\theta, \phi}\|^2 = 1 \) is simpler than optimization of \( F \) w.r.t. \( (\theta_{lk}, \phi_{lk}) \) and these two optimizations are equivalent. Thus, the objective function \( F \) is rewritten as a function of \( q_{\theta, \phi} \cdot \) The objective function \( F(q_{\theta, \phi}, x_{lk}) \) can be also expanded as follows:

\[ F(q_{\theta, \phi}, x_{lk}) = \frac{N_m}{\sum_{m=1}^{N_m} d_m} \sum_{n=1}^{N_m} \exp\left(\frac{\sigma_{lk,m} - \alpha_k q_{\theta, \phi}^T d_m}{N_m}\right) - 1 + \frac{N_m}{\sum_{m=1}^{N_m} d_m} \sum_{m=1}^{N_m} \cos\left(\frac{\sigma_{lk,m} - \alpha_k q_{\theta, \phi}^T d_m}{N_m}\right), \]  

where \( \sigma_{lk,m} = \alpha_k q_{\theta, \phi}^T d_m \). Because it is impossible to optimize \( F(q_{\theta, \phi}, x_{lk}) \) w.r.t. \( q_{\theta, \phi} \) in
a closed-form manner, the proposed method optimizes a surrogate function of \( F(q_{lk}, \phi_{lk}) \) instead. An initial value of \( q_{lk}, \phi_{lk} \) is estimated by rough grid-searching based on MDSBF.

### 3.2. Derivation of surrogate function

In the MM algorithm [32], it is ensured that the objective function \( F(q_{lk}, \phi_{lk}) \) is monotonically increasing by iteratively optimizing a surrogate function \( F^+(q_{lk}, \phi_{lk}, r) \) which fulfills the following equations:

\[
F^+(q_{lk}, \phi_{lk}) \geq F^+(q_{lk}, \phi_{lk}, r) \\
F^+(q_{lk}, \phi_{lk}) = \max_r F^+(q_{lk}, \phi_{lk}, r),
\]

where \( r \) is an auxiliary variable. A surrogate function for \( \cos(\pi_{kmn} - \alpha_k q_{lk}^T \theta_{mn}) \) is derived from an inequality proposed for sub-sample time delay estimation [31] as follows:

\[
cos(\pi_{kmn} - \alpha_k q_{lk}^T \theta_{mn}) \geq -\sin(y_{kmn}) (\pi_{kmn} - \alpha_k q_{lk}^T \theta_{mn})^2 + 2y_{kmn} \sin(\alpha_k q_{lk}^T \theta_{mn} - \pi_{kmn})^2 + C,
\]

where \( C \) is a term that is not a function of \( q_{lk}, \phi_{lk} \). The auxiliary variable \( \pi_{kmn} \in \mathbb{R}^2 \) and \( z_{kmn} \in \mathbb{Z}^2 \). A surrogate function \( F^+(q_{lk}, \phi_{lk}, r) \) can be obtained as follows:

\[
F^+(q_{lk}, \phi_{lk}, r) = \sum_p -\sin(y_{kp}) (\pi_{kp} - \alpha_k q_{lk}^T \theta_{mn} + 2z_{kp})^2 + C,
\]

where \( p = (m, n) \) is the microphone pair index and \( z_{kp} \) is set to

\[
z_{kp} = \arg \min_{z \in \mathbb{Z}^2} |\pi_{kp} - \alpha_k q_{lk}^T \theta_{mn} + 2z|.
\]

3.3. Parameter optimization

Minimization of the quadratic surrogate function \( F^+(q_{lk}, \phi_{lk}, r) \) w.r.t. \( q_{lk}, \phi_{lk} \) under the constraint \( \|q_{lk}, \phi_{lk}\|^2 = 1 \) is a generalized trust region subproblem [33]. It can be tackled by the method of Lagrange multipliers, \( \hat{G}(q_{lk}, \phi_{lk}, r, \lambda_{lk}) = F^+(q_{lk}, \phi_{lk}, r) - \lambda_{lk} (\|q_{lk}, \phi_{lk}\|^2 - 1) \) is optimized by setting the derivative of \( \hat{G} \) to 0 as follows:

\[
q_{lk}, \phi_{lk} = (D_{lk} + \lambda_{lk} I)^{-1} w_{lk}
\]

where \( D_{lk} = \alpha_k^2 \sum_p \sin(y_{kp}) \theta_{mn}^T \hat{G}_{kp} \) and \( w_{lk} = \alpha_k \sum_p \sin(y_{kp}) (\pi_{kp} + 2z_{kp}) \theta_{mn} \). \( \lambda_{lk} \) should satisfy the following equation from the constraint \( \|q_{lk}, \phi_{lk}\|^2 = 1 \):

\[
w_{lk}^T (D_{lk} + \lambda_{lk} I)^{-1} w_{lk} = 1.
\]

The proposed method utilizes a bisection method to solve \( \lambda_{lk} \) similar to least-squares (LS) approaches based on squared range observations (SR-LS) [34]. Because (16) includes matrix inversion, a simplified equation without matrix inversion is derived. Eigenvalue decomposition of \( D_{lk} \) can be obtained as \( D_{lk} = V_{lk} \Lambda_{lk} W_{lk}^T \), where \( V_{lk} \) is a matrix which contains eigenvectors and \( W_{lk} \) is a diagonal matrix which contains eigenvalues \( \{\lambda_{lk}\}_{i=1,2,3} \) in its diagonal elements. (16) can be expanded as follows:

\[
(D_{lk} + \lambda_{lk} I)^{-1} = P_{lk}^T (W_{lk} + \lambda_{lk} I)^{-1} P_{lk}.
\]

Finally, we can obtain the following simplified equation:

\[
(a_1^2 \lambda_{lk} + W_{lk1}) + (a_2^2 \lambda_{lk} + W_{lk2}) + (a_3^2 \lambda_{lk} + W_{lk3}) = 1,
\]

where \( a_i \) is the \( i \)-th element of the vector \( P_{lk}^T w_{lk} \). We can search for \( \lambda_{lk} \) efficiently without matrix inversion based on (18). The search area of \( \lambda_{lk} \) is limited in \((-\min W_{lk1}, \max W_{lk1}, \sqrt{N} |a_1| - W_{lk1})\) under the assumption that the matrix \( D_{lk} + \lambda_{lk} I \) is a positive-definite matrix.

### 3.4. Summary of proposed method

The proposed method is summarized as follows:

1. Initialize \( q_{lk}, \phi_{lk} \) by rough grid-searching based on MDSBF
2. Update parameters in an iterative manner
   - Update \( z_{kp} \) based on (13)
   - Update \( y_{kp} \) based on (14)
   - Optimize \( \lambda_{lk} \) based on bisection search with (18)
   - Update \( q_{lk}, \phi_{lk} \) based on (15)
3. Extract \( \theta_{lk}, \phi_{lk} \) from \( q_{lk}, \phi_{lk} \)
4. Make a DOA histogram of \( \{\theta_{lk}, \phi_{lk}\}_{1\leq l \leq L, 1 \leq k \leq K} \) across T-F axes
5. DOAs of active sources are estimated by peak-searching the DOA histogram

### 3.5. Relation to prior work

The proposed surrogate function is similar to the objective function of SPIRE [30]. The object function of SPIRE is derived by using a Taylor expansion which is equivalent to \( \sin(y_{kp}) \theta_{mn} \) in (12). In the SPIRE, microphone pairs which are utilized in each iteration are determined manually. On the contrary, the proposed method determines a weight for each microphone pair \( \sin(y_{kp}) \theta_{mn} \) automatically so as to increase the objective function monotonically. Thus, the proposed method is interpreted as an extension of SPIRE with the MM algorithm. In this context, we call the proposed method SPIRE-MM.

### 4. Experiment

4.1. Setup

DOA estimation performance of the proposed method was eval-
Table 2: Evaluation results

<table>
<thead>
<tr>
<th>Approach</th>
<th>RTF</th>
<th>RMSE [degrees]</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$T_{\text{io}} = 0.36$ [s]</td>
<td>$T_{\text{io}} = 0.70$ [s]</td>
</tr>
<tr>
<td></td>
<td>$N_r = 1$</td>
<td>2</td>
<td>$N_r = 1$</td>
</tr>
<tr>
<td>MDSBF (full) [3]</td>
<td>26.48</td>
<td>0.66/0.66 0.69/0.71 0.64/0.72 0.72/0.78</td>
<td>86.0/84.0 85.0/80.5 83.0/73.0 80.2/68.2</td>
</tr>
<tr>
<td>SRP-PHAT [21]</td>
<td>1.50</td>
<td>0.67/0.75 0.92/1.18 1.32/2.28 1.50/2.25</td>
<td>83.0/73.0 55.5/41.0 38.3/26.7 35.5/27.5</td>
</tr>
<tr>
<td>MUSIC [10]</td>
<td>3.06</td>
<td>0.67/0.75 0.92/1.18 1.32/2.28 1.50/2.25</td>
<td>83.0/73.0 55.5/41.0 38.3/26.7 35.5/27.5</td>
</tr>
<tr>
<td>MDSBF (half)</td>
<td>13.21</td>
<td>0.67/0.75 0.92/1.18 1.32/2.28 1.50/2.25</td>
<td>83.0/73.0 55.5/41.0 38.3/26.7 35.5/27.5</td>
</tr>
<tr>
<td>MDSBF (quarter)</td>
<td>6.60</td>
<td>1.21/1.21 1.28/1.28 1.28/1.28 1.38/1.38</td>
<td>83.0/73.0 55.5/41.0 38.3/26.7 35.5/27.5</td>
</tr>
<tr>
<td>SPIRE-MM 1</td>
<td>1.46</td>
<td>0.82/0.94 1.01/1.38 1.12/1.69 1.59/2.61</td>
<td>63.0/53.0 50.0/36.0 44.0/29.3 31.0/22.5</td>
</tr>
<tr>
<td>SPIRE-MM 2</td>
<td>2.99</td>
<td>0.70/0.77 0.77/0.84 0.70/0.91 0.81/1.07</td>
<td>75.0/66.0 76.0/65.0 76.3/56.3 66.2/47.5</td>
</tr>
<tr>
<td>SPIRE-MM 3</td>
<td>11.02</td>
<td>0.68/0.72 0.71/0.76 0.68/0.78 0.76/0.88</td>
<td>81.0/78.0 80.5/75.0 77.7/69.7 73.0/59.5</td>
</tr>
<tr>
<td>SPIRE-MM 4</td>
<td>6.46</td>
<td>0.68/0.70 0.72/0.75 0.69/0.77 0.75/0.93</td>
<td>83.0/78.0 83.0/74.0 76.3/67.7 74.5/55.5</td>
</tr>
</tbody>
</table>

Figure 1: Experimental results when $T_{\text{io}} = 0.36$ [s] and $N_r = 2$: Each point represents an evaluation result of median value of RMSE over 100 mixtures with a specific number of initial grid points $N_r$.

Figure 2: Experimental results when $T_{\text{io}} = 0.70$ [s] and $N_r = 2$.

peak-searching the output histogram was set to $180 \times 90$. In the proposed method, the grid size for initial grid-searching $N_r$ was set to a lower value. The number of MM iterations $N_i$ was set to 1, 2, 3, 4, 100. Estimation results were shown in Table 2. The second best result was bolded. It is shown that the proposed SPIRE-MM outperformed the conventional methods whose RTFs are almost the same. Effectiveness of the proposed iterative parameter update was also evaluated in Fig. 1 and Fig. 2 with various number of initial grid points $N_r$. It is shown that RMSE is decreasing by increasing the number of the iterations $N_i$ when the RTF is almost the same. Thus, it can be said that the proposed iterative parameter optimization based on the MM algorithm is effective.

5. Conclusions

We proposed a sparseness-aware DOA estimation method. The proposed method estimates the DOA of the active speech source at each frequency point in an iterative way. Monotonical increase of the objective function is guaranteed in the proposed method. Experimental results showed that the proposed method outperformed the conventional method when the real-time factor (RTF) is almost the same. It was also shown that DOA estimation performance increases with the proposed iterative parameter optimization.
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