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Abstract

Multiple instance learning (MIL) has recently been used for weakly labelled audio tagging, where the spectrogram of an audio signal is divided into segments to form instances in a bag, and then the low-dimensional features of these segments are pooled for tagging. The choice of a pooling scheme is the key to exploiting the weakly labelled data. However, the traditional pooling schemes are usually fixed and unable to distinguish the contributions, making it difficult to adapt to the characteristics of the sound events. In this paper, a novel pooling algorithm is proposed for MIL, named gated multi-head attention pooling (GMAP), which is able to attend to the information of events from different heads at different positions. Each head allows the model to learn information from different representation subspaces. Furthermore, in order to avoid the redundancy of multi-head information, a gating mechanism is used to fuse individual head features. The proposed GMAP increases the modeling power of the single-head attention with no computational overhead. Experiments are carried out on Audioset, which is a large-scale weakly labelled dataset, and show superior results to the non-adaptive pooling and the vanilla attention pooling schemes.

Index Terms: audio tagging, weakly labelled data, multiple instance learning, pooling scheme, multi-head attention.

1. Introduction

Audio tagging (AT) refers to the task of assigning labels of one or several sound classes to an audio recording. Potential applications of audio tagging include sound event detection [1], audio retrieval [2] and audio surveillance [3, 4]. There is an increasing interest in audio tagging research, including the collection of training data covering a large number of event classes, and development of learning algorithms for classification. In order to scale up the training data, Google released Audioset [5], which is a large-scale weakly labelled dataset with annotations only for the classes of audio events, but not for their onset/offset times. Designing learning algorithms for multi-label audio classification from weakly labelled data is a new challenge in audio tagging.

A popular framework for audio tagging with weakly labelled data is multiple instance learning (MIL) [6, 7, 8], where the time frames in an audio recording are treated as instances in a bag, and only the labels of the bag are given. A bag is considered as a positive bag if it contains at least one positive instance, otherwise negative. For a given MIL framework, there are two main MIL strategies: (i) instance-level approach (ii) embedding-level approach. The difference is that the former works by pooling the instance scores to obtain the bag scores, while the latter integrates the embedding-level features into bag representation and then directly carry out bag classifier. In [9], it was indirectly shown that the embedding-level approach is more efficient than the instance-level approach. Therefore, in this paper, we take the embedding-level approach, parameterizing through the multiple instance neural network (MINN), which contains three modules: (i) feature extraction to provide low-dimensional embedding, (ii) MIL pooling, and (iii) bag classifier.

The crucial module in exploiting the weakly labelled data lies in the use of an effective MIL pooling scheme to aggregate the instance-level embedding into bag-level features [10, 11]. The default choice is max or average pooling. Although these pooling functions achieve promising results, they are pre-defined, and less flexible for adapting to practical applications. In recent studies, efforts have been made to learn the adaptive pooling function and weights. For example, Kong et al. [12] proposed an attention model as a pooling function, which is achieved by a weighted sum of the results over frames. He et al. [13] proposed a hierarchical attention pooling structure. By assigning larger weights to the instance corresponding to the sound events, these methods could dynamically determine the contribution of each instance.

Inspired by these works, in this paper, we propose a new MIL pooling function, namely, gated multi-head attention pooling (GMAP), where we extend the vanilla attention pooling to a multi-head attention pooling function. In the proposed scheme, the encoded representations of the sequence are split into homogeneous sub-vectors, called heads. Features specific to different events from various heads are then aggregated, as the bag-level representation of the entire recording. Therefore, our proposed scheme can capture the sequence information from different subspaces at different positions. Since the information from multi-heads might be overlapping, a gate mechanism is used to fuse the information from various heads and remove the potential redundancies. Finally, the bag-level features obtained through GMAP are fed into the classifier to identify the events. We evaluated the proposed GMAP on Audioset. Experiments show that the proposed GMAP is superior to the non-adaptive pooling scheme and the vanilla attention pooling scheme. While this paper focuses on audio tagging, the proposed method could be applied to similar problems in other applications.

The paper is organized as follows. The multiple instance neural network and pooling schemes are described in Section 2. Next, the proposed pooling method is presented in Section 3, followed by the experimental setup and results in Section 4. Finally, we conclude the paper in Section 5.

2. Multiple Instance Learning

In this section, we present the MIL with neural networks, and discuss the existing pooling methods used and their limitations.
While MIL can be applied to a variety of conventional learning algorithms (e.g., support vector machines and nearest neighbor classifiers), it has been used recently with deep learning frameworks including convolutional neural networks (CNN), offering state-of-the-art performance for weakly labelled audio tagging [14, 15, 16].

For an audio recording, the log-mel spectrogram can be extracted and denoted as the \( i \)-th bag \( X_i \). The instances in this bag can be denoted as \( \{ x_{ij} \}_{j=1}^{m_i} \), where \( x_{ij} \) is the \( j \)-th frame (or segment) in the bag \( X_i \), and \( m_i \) is the number of instances in \( X_i \). For the embedding-level approach, a neural network \( f_\psi(\cdot) \) is used to transform the instances \( x_{ij} \) into a low-dimensional embedding (i.e., feature) \( e_{ij} \). Then, the MIL pooling \( P(\cdot) \) is applied on the feature embedding \( e_{ij} \) to generate a bag-level embedding \( u_i \). After that, a bag-level classifier \( f_\theta(\cdot) \) is applied to estimate the probability \( \theta \) of the audio events being present in the recording. The overview of MINN is illustrated in Figure 1. It can be summarized as:

\[
\begin{align*}
e_{ij} &= f_\psi(x_{ij}) \\
u_i &= P(e_{ij}) \\
\theta &= f_\theta(u_i)
\end{align*}
\]  

**2.1. Multiple Instance Neural Network (MINN)**

The bag-level representation can be obtained by:

\[
u_i = \frac{1}{|m_i|} \sum_{j} e_{ij} = \frac{1}{|m_i|} \sum_{j} f_\psi(x_{ij})
\]

Because all the instances in a positive bag are considered positive, the average pooling performs well when the events are long relative to the bag. However, this assumption may not hold in practice for relative short events, e.g., gunshot, and will produce a large number of false positives in the prediction stage [11].

**Attention Pooling**: In the attention pooling, each instance does not necessarily contribute equally to the bag-level representation. Instead, the bag can be aggregated based on the importance of each instance, as shown below:

\[
u_i = \frac{\sum_j \omega(x_{ij}) f_\psi(x_{ij})}{\sum_j \omega(x_{ij})}
\]

where \( \omega(\cdot) \) is an attention function for calculating the weights of the instances.

With this attention mechanism, the bag representation usually focuses on a particular component of the spectrogram, often the part relevant to an event. However, there can be multiple events in an audio recording, especially for a long-duration recording. In addition, with this pooling scheme, all the attention information comes from the same low-dimension representation. Nevertheless, looking at the representations from different subspaces, there will be different but concurrent events. Due to these issues, the detection of events that occur in the recording can be incomplete.

**3. Gated Multi-head Attention Pooling**

In view of the limitations of the pooling schemes discussed above, we propose a gated multi-head attention pooling function. First, a single-head attention method is introduced, then it is extended to multi-head attention scheme in order to attend to different parts of the audio signal.

**3.1. Single-head Attention Pooling**

As we know, different segments would make different contributions to the recording-level features. We firstly implement single-head attention to measure the importance of instances, which is illustrated in Figure 2 (a). Suppose the segment-level embedding is \( H = [h_1, h_2, \ldots, h_N]^T \) and \( H \in \mathbb{R}^{N \times d} \), the
attention score $\omega_i$ of each feature $h_i \in \mathbb{R}^d$ is parameterized with a dedicated layer and softmax function (called the attention model), which is computed as:

$$\omega_i = \frac{\exp (v^T h_i)}{\sum_{j=1}^{N} \exp (v^T h_j)}$$  \hspace{1cm} (5)

where $v \in \mathbb{R}^d$ is a trainable parameter and $N$ is the number of segments.

After obtaining the weights over all the segments, the weighted mean vector $\bar{\mu}$ is calculated by pooling segments with a weighted sum:

$$\bar{\mu} = \sum_{t=1}^{N} \omega_t h_t$$  \hspace{1cm} (6)

In addition, the higher-order statistics (e.g., the standard deviation) \cite{19} plays an important role since it contains event characteristics related to temporal variability over long contexts. Hence, the weighted standard deviation $\bar{\sigma}$, defined as follows, will be added as a part of recording-level features:

$$\bar{\sigma} = \sqrt{\sum_{t=1}^{N} \omega_t h_t \odot h_t - \bar{\mu} \odot \bar{\mu}}$$  \hspace{1cm} (7)

where $\odot$ denotes element-wise multiplication and and square root is element-wise operation.

Finally, we concatenate the weighted mean and standard deviation to obtain the recording-level pooling features $\mathbf{c} \in \mathbb{R}^{2d}$:

$$\mathbf{c} = [\bar{\mu}, \bar{\sigma}]$$  \hspace{1cm} (8)

### 3.2. Gated Multi-head Attention Pooling

The gated multi-head attention pooling function is proposed to detect the event-related segments more precisely. Each head corresponds to a position of the encoded representation, and the weight in the head characterizes the presence of the events in that position.

As shown in Figure 2 (b), the segment level embedding $h_t$ is firstly split to $k$ sub-vectors $h_t = [h_{t1}, h_{t2}, \ldots, h_{tk}]$, where $h_{tk} \in \mathbb{R}^{d/k}$, and the vector in the same position forms a $j$-th subspace: $S_j = [h_{t1j}, h_{t2j}, \ldots, h_{tkj}]^T$. Secondly, the single-head attention pooling is performed in parallel to compute the weights for these subspaces, and to output a mixed representation. In particular, different attention is applied to different heads, and the attention weight of the head $j$ at the step $t$ is calculated as:

$$\omega_{tj} = \frac{\exp (v_{tj}^T h_{tj})}{\sum_{j=1}^{N} \exp (v_{tj}^T h_{tj})}$$  \hspace{1cm} (9)

where $v_{tj} \in \mathbb{R}^{d/k}$ is a trainable parameter. After that, each head of the weighted mean $\bar{\mu}_j$ and standard deviation $\bar{\sigma}_j$ is computed as:

$$\bar{\mu}_j = \sum_{t=1}^{T} \omega_{tj} h_{tj}$$

$$\bar{\sigma}_j = \sqrt{\sum_{t=1}^{N} \omega_{tj} h_{tj} \odot h_{tj} - \bar{\mu}_j \odot \bar{\mu}_j}$$  \hspace{1cm} (10)

where $c_j \in \mathbb{R}^{d/k}$ is the attentive pooling feature of the $j$-th subspace.

At this point, we focus on how to aggregate information among multiple positions. The purpose of information aggregation is to combine the partial representation captured by different attention heads into the final representation. As the information represented by these heads may be redundant, a gated mechanism is presented to remove redundancy, where the gated value is close to 0 if the information is redundant, otherwise it is close to 1 if information should be attended. Specifically, all the vectors produced by parallel heads are concatenated together to form a single vector $\mathbf{c}_{\text{concat}} = [c_1, c_2, \ldots, c_k]$. Then, a gated unit similar to GLU \cite{20} is followed to capturing dependencies among heads:

$$\mathbf{u} = g(\mathbf{W}(\mathbf{c}_{\text{concat}}) + b) \odot \mathbf{c}_{\text{concat}}$$  \hspace{1cm} (11)

where $\mathbf{u}$ is the final bag-level representation, $g$ denotes the Sigmoid function, and $\mathbf{W}$ and $b$ are trainable weights and bias parameters.
evaluation: mean average precision (mAP), mean area under the curve (mAUC), and d-prime. The higher the value of these metrics, the better the performance of the tagging method.

### 4.2. Features

On the basis of the frames, the audio signal is encoded by a Fourier transform based filter bank with 64 coefficients. A sequence of the T-frame spectrograms is stacked and the shape of each spectrogram is 400 (frames). Finally, the normalized spectrogram is used as the input of networks. It is also worth mentioning that AudioSet is an imbalanced dataset, and some sound classes (e.g., gunshot) have fewer training samples as compared with others. In our experiments, Mixup [21] and SpecAugment [22] are used to increase the number of small samples.

### 4.3. Model

To set up experiments, we implement CNN system as our baseline. The CNN with MIL has three components, the convolutional layers, the MIL pooling, and the classifier to produce predictions for recording-level probabilities of sound events. The convolutional layers consist of four convolutional blocks. Each block is composed of two 3×3 convolution layers followed by an average pooling layer. In addition, batch normalization and ReLU function are applied to all convolutional layers. The MIL pooling scheme is then used to transform the extracted representation into an overall recording-level feature. Finally, the aggregated feature is fed into two fully connected (FC) layers and a sigmoid layer to output the probabilities of sound events presented in the signal.

We build models trained with different MIL pooling functions, including non-adaptive pooling schemes (max, average and max + average similar to [23]), the single-head attention pooling and proposed GMAP scheme. GMAP refers to the best multi-head attention model that we have trained and the number of heads is chosen at 4. All models are implemented based on the same backbone network, and only the MIL pooling is changed.

### 4.4. Experimental results

Table 1 shows the results with different MIL pooling schemes. First of all, we can see that max pooling is slightly better than average pooling scheme in our experiment. Second, the performance improvement achieved by combining these two is marginal. In our proposed methods, single-head attention with standard deviation is more effective than the vanilla attention pooling, and GMAP further enhances the result by measuring the importance of instances at different positions. Figure 3 shows the weight values obtained by GMAP and the vanilla attention pooling in an audio recording. Comparing different heads with their weights, it can be found that the model is able to capture sound events from different subspaces. In addition, the vanilla attention weight is evenly distributed in the sequence, while GMAP focuses on a position and detects events at that position.

Table 2 compares the proposed system with the state-of-the-art in the literature. Compared with other methods, the performance of our system is also competitive. The proposed system outperforms most methods except the recent results [23]. Note that [23] utilized the waveform and the log-mel spectrogram as inputs to CNNs, which significantly improved its performance. By contrast, our system achieves comparable performance without using a variety of features.

### 5. Conclusions

We have presented a gated multi-head attention pooling function (GMAP) for weakly labelled audio tagging. The proposed GMAP aims to detect event-related segments more precisely by assigning weights to different positions. Specifically, each head calculates the weighted mean and standard deviation to produce representations of the position. Then a gate function is used to fuse the information of subspaces to avoid redundancy. Empirical results show that the proposed method outperforms non-adaptive pooling schemes and achieves comparable results with the current state-of-the-art methods. In the future, we plan to investigate the effectiveness of the proposed methods for other related applications, such as speaker verification and speech emotion recognition.
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**Table 1: Classification results with different pooling schemes.**

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP</th>
<th>mAUC</th>
<th>d-prime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max pooling</td>
<td>0.396</td>
<td>0.969</td>
<td>2.640</td>
</tr>
<tr>
<td>Average pooling</td>
<td>0.394</td>
<td>0.966</td>
<td>2.573</td>
</tr>
<tr>
<td>Max + average pooling</td>
<td>0.397</td>
<td>0.970</td>
<td>2.654</td>
</tr>
<tr>
<td>Vanilla attention pooling</td>
<td>0.404</td>
<td>0.969</td>
<td>2.631</td>
</tr>
<tr>
<td>Single-head attention pooling</td>
<td>0.406</td>
<td>0.970</td>
<td>2.652</td>
</tr>
<tr>
<td>GMAP</td>
<td>0.417</td>
<td>0.971</td>
<td>2.678</td>
</tr>
</tbody>
</table>

**Table 2: Comparison with various models in the literature.**

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP</th>
<th>mAUC</th>
<th>d-prime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark (2017) [5]</td>
<td>0.314</td>
<td>0.959</td>
<td>2.452</td>
</tr>
<tr>
<td>Xu et al. (2018) [7]</td>
<td>0.360</td>
<td>0.970</td>
<td>2.660</td>
</tr>
<tr>
<td>Kong et al. (2019) [8]</td>
<td>0.369</td>
<td>0.969</td>
<td>2.640</td>
</tr>
<tr>
<td>Logan et al. (2019) [16]</td>
<td>0.392</td>
<td>0.971</td>
<td>2.682</td>
</tr>
<tr>
<td>Kong et al. (2020) [23]</td>
<td>0.439</td>
<td>0.973</td>
<td>2.720</td>
</tr>
<tr>
<td>GMAP</td>
<td>0.417</td>
<td>0.971</td>
<td>2.678</td>
</tr>
</tbody>
</table>

**Figure 3:** (a) The spectrogram of an audio recording. (b) The trajectory of the attention weights extracted from GMAP and vanilla attention pooling over the above recording.
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