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Abstract

In our previous work, we introduced a speaker adaptive training method based on frame-level attention mechanism for speech recognition, which has been proved an effective way to do speaker adaptive training. In this paper, we present an improved method by introducing the attention-over-attention mechanism. This attention module is used to further measure the contribution of each frame to the speaker embeddings in an utterance, and then generate an utterance-level speaker embedding to perform speaker adaptive training. Compared with the frame-level ones, the generated utterance-level speaker embeddings are more representative and stable. Experiments on both the Switchboard and AISHELL-2 tasks show that our method can achieve a relative word error rate reduction of approximately 8.0% compared with the speaker independent model, and over 5.0% compared with the traditional utterance-level d-vector-based speaker adaptive training method.
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1. Introduction

Recently, deep neural networks (DNNs) such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have become the mainstream structure of automatic speech recognition (ASR) [1–3]. However, when it comes to the speech recognition, which has been proved an effective way to do speaker adaptive training. As one of the mainstream approaches, the i-vector-based speaker adaptive training method takes the i-vectors obtained in advance as the speaker embeddings. However, their performance is unsatisfactory because the i-vector is obtained without regard to the speech recognition task.

In order to provide a dynamic speaker embedding associated with the speech recognition performance, a speaker adaptive training method based on attention mechanism is proposed in our previous work [18]. The i-vectors of all speakers in the training data are obtained in advance and stored in memory. For each frame, the closest speaker i-vector is selected with attention mechanism which is learned jointly with the acoustic model from the training data. However, subject to the limited and partially invalid frames, the speaker representation would be unstable and uniform to a certain extent.

In this paper, we propose a speaker adaptive training method based on attention-over-attention mechanism. For each utterance, the nearest d-vectors are selected and then recombined to an utterance-level aggregated vector by attention-over-attention mechanism. The aggregated vector is connected with the acoustic model to provide the information about the current speaker. Compared with the traditional utterance-level d-vectors or the frame-level aggregated d-vectors mentioned in [18], aggregated utterance-level vectors can provide a more accurate and robust speaker representation to improve the recognition accuracy. Experiments on the Switchboard and AISHELL-2 tasks show that the proposed method achieves a significant improvement over the SD method based on utterance-level d-vectors.

2. Related Work

Since the speaker representation is essential to the speaker adaptive training, there have been intensive researches to optimize the speaker embeddings and create the direct relationship between the speaker embeddings and the speech recognition performance with limited resources. As mentioned above, an attention based speaker adaptive training method is proposed in [18]. As illustrated in Fig. 1, the framework mainly consists of two parts: the main network and the attention module.

The main network of the proposed method is the same as other structures of acoustic model, including feedforward neural networks, CNNs and RNNs. The main network plays two roles: acoustic modeling and providing information for the attention module. As a kind of weak information, speak char-
The attention module is equipped mainly to select the vectors that are most similar to the current frame from the memory and combine them into a vector named the frame-level aggregated speaker vector. The memory consists of a group of vectors, such as i-vectors [19] and d-vectors [20], which are easily distinguished from each other by its corresponding speaker. As an effective representation of the speaker, the aggregated speaker vector based on attention mechanism is used together with the acoustic features to do speaker adaptive training.

Experiments on the Switchboard task show that the speaker adaptive training method based on attention mechanism could achieve a decent performance improvement compared to that of the i-vector-based speaker adaptive training method.

3. The Proposed Method

3.1. Motivation

In our previous work [18], the frame-level aggregated speaker vectors based on attention mechanism is used to represent the frame-level speaker embeddings. However, because only the history part of current utterance can be used to gather the speaker information during the process of attention module at each frame, especially for the first few frames, the speaker representation would be unstable and uniform. In addition, during the process of gathering the speaker information, an average pooling is used to obtain the information. Average pooling means all the history frames have the same importance. When there are some abnormal frames with little speaker information, such as silence or environmental noise frame, average pooling strategy is obviously unreasonable to generate the representative speaker embeddings. That is to say, effective speaker information may be further weaken by the partially invalid frames. In order to make better use of the long-term speaker information and then form a representative utterance-level speaker embedding, the attention mechanism should focus not only on the importance distribution of each vector in the memory at each frame, but also the importance distribution of each frame. In order to maintain the coherence and consistency of the speaker embeddings within an utterance, we tend to make use of the utterance-level embeddings with attention mechanism.

Attention mechanism is widely used in many fields, such as machine translation and speech recognition. By putting different weights on different types of information, the process of model training becomes more flexible. Common attention mechanisms include: soft attention [21], hard attention [22] and self-attention [23]. In paper [24], another attention mechanism is placed over the existing attention to further strengthen the importance of each individual attention part. This kind of attention mechanism covering two dimensional space, called attention-over-attention mechanisms, offers a potential path to generate robust utterance-level embeddings. Further attention in time dimension can weaken the influence of some abnormal frame-level speaker embedding. Therefore, the embedding generated from all the frames of this utterance can be uniform and stable.

Starting with the generation of representative and robust utterance-level speaker embeddings, we propose a speaker adaptive training method for speech recognition based on attention-over-attention mechanism.

3.2. SAT Based on Attention-over-Attention Mechanism

As illustrated in Fig. 2, the main structure of the speaker adaptive training method based on attention-over-attention mechanism is similar with our previous work. We replace the common attention mechanism by attention-over-attention mechanism to generate a more representative and stable speaker embedding.

In our study, the d-vectors of the speakers in training set are extracted as the memory. To obtain the d-vectors, a neural network is pre-trained by speaker discriminative criteria such as cross-entropy or triplet loss. Then, the output of the last hidden layer is obtained to produce a frame-level speaker representation, and all the frame-level representations are then averaged to form an utterance-level speaker embedding called the d-vector. Finally, the simplified method of clustering such as K-means is adopted to reduce the number of base vectors in a memory. Assuming that the memory has $N$ vectors, the memory is denoted by $\mathbf{m} = \{\mathbf{m}_1, \mathbf{m}_2, ..., \mathbf{m}_N\}$, in which $\mathbf{m}_i$ represents the $i$-th vector in this memory.

Given an utterance with $T$ speech frames, the acoustic features of the main network are represented by $\mathbf{X} = \{\mathbf{x}_1, \mathbf{x}_2, ..., \mathbf{x}_T\}$, where $\mathbf{x}_t$ represents the feature vector at the frame $t$. The corresponding outputs of the $l$-th hidden layer of the main network are denoted as $\mathbf{H}^l = \{\mathbf{h}_1^l, \mathbf{h}_2^l, ..., \mathbf{h}_T^l\}$.

After obtaining the output of the hidden layer near the input layer $\mathbf{H}^l$ and the memory $\mathbf{m}_i$, we calculate a similarity degree matrix, which indicates the similarity scores between speaker information for each frame and each vector in the memory. We compute the matrix $\mathbf{M} \in \mathbb{R}^{T \times N}$ by the dot product between
the transformation output vector of \( h^{\text{low}} \) at the frame \( t \) and the \( i \)-th memory vector:

\[
M(t, i) = (W^{m} h^{\text{low}}_{t}) \odot m_{i}^{T}
\]  

(1)

Based on the similarity degree matrix \( M \), we apply a row-wise softmax function to get the similarity scores for each row. We denote \( \alpha(t) \in \mathbb{R}^{[N]} \) as the memory-level attention at the frame \( t \). \( \alpha(t) \) indicates the similarity degree to each vector at this frame, as described in the following formula.

\[
\alpha(t) = \text{softmax}(M(t, 1), ..., M(t, |N|))
\]

\[
\alpha = [\alpha(1), \alpha(2), ..., \alpha(|T|)]
\]  

(2)

The contributions to the speaker embeddings of each frame are obvious different, particularly those featured as environmental noise, and so on. On the contrary, the utterance-level speaker embeddings are more robust than the frame-level ones. Instead of averaging \( \alpha \) at all the frames to form a final attention score, another attention mechanism is introduced to determine the importance of each individual attention.

We first calculate a column-wise softmax attention to get the similarity scores for each column, and denote \( \beta(i) \in \mathbb{R}^{[T]} \) as the frame-level attention at the memory \( i \). \( \beta(i) \) indicates the importance degree of each frame corresponding to the \( i \)-th vector in the memory, as described in the following formula.

\[
\beta(i) = \text{softmax}(M(1, i), ..., M(|T|, i))
\]  

(3)

Then, we average all the \( \beta(i) \) to get an averaged attention \( \beta \). \( \beta \) is also an attention score vector with \( T \) dimensions, and it can be taken as the final importance degree of each frame.

\[
\beta = \frac{1}{N} \sum_{i=1}^{N} \beta(i)
\]  

(4)

Since \( \alpha \) is a combination of memory-level attention from 1 to \( T \) and \( \beta \) is a frame-level attention, we can calculate the matrix multiplication between \( \alpha \) and \( \beta \) to get the final attention score \( \beta \) in an utterance. Attention score \( \mathbf{a} \) is a \( N \)-dimensional vector.

\[
\mathbf{a} = \alpha \odot \beta^{T}
\]  

(5)

The normalized attention values \( \mathbf{a} \) are used to compute a weighted sum of the vectors in the memory and formula the final utterance-level aggregated speaker vector \( \mathbf{c} \).

\[
\mathbf{c} = \sum_{i=1}^{N} \alpha_{i} m_{i}
\]  

(6)

Finally, we connect the aggregated speaker vector with the main network, and the main network generates speaker-normalized representations using the speaker information in the aggregated speaker vector. For each frame, the aggregated speaker vector \( \mathbf{c}_{t} \) is the same as \( \mathbf{c} \). A simple connection method is concatenating the aggregated speaker vector with the outputs of the hidden layers of the main network as \( \mathbf{h}^{\text{low}} = [h^{\text{low}}_{t} : \mathbf{c}_{t}^{T}]^{T} \).

The final loss function at the cross-entropy training stage of the proposed method is described by the following formula:

\[
\mathcal{L} = \sum_{s=1}^{S} \sum_{t=1}^{T_{s}} \log p(y^{s}_{t} | x^{s}_{t}, \mathbf{m})
\]  

(7)

In Eq.(7), \( x^{s}_{t} \) and \( y^{s}_{t} \) indicate the acoustic feature vector and the triphone state label for frame \( t \) in utterance \( s \). \( T_{s} \) is the number of frames of utterance \( s \), and \( S \) is the number of total utterances in the training set.

### 4. Experiments and result analysis

#### 4.1. Experimental Setup

We evaluated the performance of the proposed approach on both English and Mandarin speech recognition tasks.

The English training data of the Switchboard (SWB) task [25] consists of 20-hour English CALLHOME and 309-hour Switchboard-I dataset, including a total of 5110 speakers. The SWB part of NIST 2000 Hub5 evaluation set is taken as test set, and it contains 1831 utterances from 40 speakers in total. The Mandarin training data of AISHELL-2 task [26] consists of 1000 hours of clean audio segments recorded via the iPhone channel from 1991 speakers, including 1293 speakers with slight northern accents, 678 speakers with southern accents and 20 speakers with other accents. The test set contains 5000 utterances from 10 speakers, and each speaker has approximately half an hour of audio segments.

#### 4.2. Baseline systems

The SI baseline was trained with a VGG-like [27] model architecture based on frame-level cross-entropy criterion. The inputs of the model were the 40-dimensional log Mel-scale filter-bank features. The architecture of the model mainly consisted of convolutional and pooling layers, and each convolutional layer was equipped with a standard ReLU activation function. We shuffled the utterances in training data and grouped them into mini-batches with a limit of 2048 frames per minibatch to speed up training. Stochastic gradient descent was used as the optimizer, and the initial learning rate was set to 0.02. All subsequent experiments were performed by the CAFFE toolkit [28] and run on a server equipped with 4 Tesla P40 GPUs.

In our paper, speaker d-vectors are taken as additional inputs to perform speaker adaptive training. The speaker verification network included five convolutional layers. The utterances belonging to the same speaker were concatenated and split into audio segments, each of which had 500 frames. 64-dimensional log Mel-scale filter-bank features were taken as the input.

The d-vector-based SD baseline models were evaluated at both the speaker and utterance levels. During the testing steps, the utterance-level d-vectors were extracted from each utterance separately and the speaker-level d-vectors were extracted using all the utterances from the same speaker. Table 1 reports the word error rate (WER) of the baseline models on SWB task. The performance at the utterance level is much worse than that at the speaker level.

<table>
<thead>
<tr>
<th>Method</th>
<th>WER</th>
<th>WERR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI baseline</td>
<td>13.8</td>
<td>–</td>
</tr>
<tr>
<td>SD baseline(speaker-level)</td>
<td>13.0</td>
<td>5.8%</td>
</tr>
<tr>
<td>SD baseline(utterance-level)</td>
<td>13.5</td>
<td>2.2%</td>
</tr>
</tbody>
</table>

#### 4.3. Results of the proposed method

For speaker adaptive training method based on the d-vector memory, all speaker-level vectors in the training set were clustered into 128 classes via the K-means algorithm.

Table 2 reports the performance of the proposed method on the SWB task. For our previous work, speaker adaptive training method based on the traditional frame-level attention mecha-
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nism achieves a relative 4.3% WER reduction (WERR) compared with the SI model and a relative 2.3% WER reduction over the utterance-level d-vector-based SD model. When we substitute the traditional frame-level attention mechanism with the utterance-level attention-over-attention (AOA) mechanism, the proposed method achieves a relative 8.0% WER reduction over the SI baseline model and a relative 5.9% WER reduction over the utterance-level d-vector-based SD model. In addition, the result of SAT based on AOA mechanism also has lower WER than the speaker-level d-vector-based SD model. If we just average the memory-level attention at all the frames to form the final utterance-level attention directly, no significant improvement can be achieved. For a deep convolution neural network, computational complexity hardly changes at all. Compared with the traditional frame-level attention or utterance-level average attention mechanism, attention-over-attention further strengthens the discrimination among each frame-level speaker embeddings based on the utterance-level long information. In light of this, the generation of the aggregated speaker vector is more robust.

We also presented the results on AISHELL-2 task. The results shown in Table 3 are consistent with the results on SWB task. The proposed method achieves a relative 8.3% WER reduction over the SI model and a relative 7.0% WER reduction over the utterance-level d-vector-based SD model.

Table 2: Performance of the proposed method on the SWB task.

<table>
<thead>
<tr>
<th>Method</th>
<th>WER</th>
<th>WERR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI baseline</td>
<td>13.8</td>
<td>–</td>
</tr>
<tr>
<td>SAT with traditional frame-level Att. [18]</td>
<td>13.2</td>
<td>4.3%</td>
</tr>
<tr>
<td>SAT with utterance-level average Att.</td>
<td>13.1</td>
<td>5.1%</td>
</tr>
<tr>
<td>SAT with utterance-level AOA</td>
<td>12.7</td>
<td>8.0%</td>
</tr>
</tbody>
</table>

Table 3: Performance of the proposed method on the AISHELL-2 task.

<table>
<thead>
<tr>
<th>Method</th>
<th>WER</th>
<th>WERR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI baseline</td>
<td>7.2</td>
<td>–</td>
</tr>
<tr>
<td>SD baseline(speaker-level)</td>
<td>6.9</td>
<td>4.2%</td>
</tr>
<tr>
<td>SD baseline(utterance-level)</td>
<td>7.1</td>
<td>1.4%</td>
</tr>
<tr>
<td>SAT with traditional frame-level Att. [18]</td>
<td>6.9</td>
<td>4.2%</td>
</tr>
<tr>
<td>SAT with utterance-level AOA</td>
<td>6.6</td>
<td>8.3%</td>
</tr>
</tbody>
</table>

To verify the improvement of the speaker embeddings, we compared the aggregated speaker d-vectors with the utterance-level d-vectors with t-distributed stochastic neighbor embedding (t-SNE) [29] on test data. 10 utterances from the same speaker were first randomly picked, and then the utterance-level d-vectors based on attention-over-attention were obtained directly during the attention module. And the utterance-level d-vectors based on the traditional frame-level attention could be generated by averaging all the frame-level aggregated speaker vectors in an utterance. For comparison, traditional utterance-level d-vectors were also extracted for each utterance of each speaker.

As shown in Fig. 3, the aggregated speaker vectors based on different attention mechanism are all closer to the speaker-level d-vector than the traditional utterance-level ones. And compared with the traditional frame-level attention mechanism, the aggregated speaker vectors based on attention-over-attention are more concentrated, which indicates the offsets influenced by the frame with little speaker information are effectively reduced. In order to solidly the conclusion, we calculated the euclidean distance between the utterance-level speaker vector and speaker-level d-vector for all the utterances of all the speakers in the test set, and got the mean and variance of the distance. As shown in Table 4, compared with the aggregated utterance-level d-vectors based on the traditional frame-level attention mechanism, the mean of euclidean distance of the aggregated utterance-level d-vectors based on attention-over-attention mechanism is relatively closer while the variance of the euclidean distance has great advantages. The results prove the superiority of the attention-over-attention mechanism again.

Table 4: The mean and variance of euclidean distance between different utterance-level d-vectors and speaker-level d-vectors.

<table>
<thead>
<tr>
<th>Utterance-level d-vectors</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>traditional d-vectors</td>
<td>1.43</td>
<td>0.13</td>
</tr>
<tr>
<td>aggregated d-vectors based on Att.</td>
<td>1.29</td>
<td>0.10</td>
</tr>
<tr>
<td>aggregated d-vectors based on AOA</td>
<td>1.24</td>
<td>0.06</td>
</tr>
</tbody>
</table>

5. Conclusions

In this study, we have proposed a speaker adaptive training method for speech recognition with attention-over-attention mechanism, which can be used to measure the speaker information contribution of each memory vector and each frame. Thus, the utterance-level aggregated vectors are more representative and stable. The results on Switchboard and AISHELL-2 task show that our proposed approach can achieve relative word error rate reductions of 8.0% and 8.3% compared with the speaker independent model respectively, and 6.0%-7.0% compared to that of the traditional utterance-level d-vector-based SAT method. The utterance-level aggregated speaker vectors based on attention-over-attention mechanism yielded relative word error rate reductions of approximately 4.0% compared with the frame-level attention mechanism.
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