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Abstract

Unsupervised spoken term discovery (UTD) aims at finding recurring segments of speech from a corpus of acoustic speech data. One potential approach to this problem is to use dynamic time warping (DTW) to find well-aligning patterns from the speech data. However, automatic selection of initial candidate segments for the DTW-alignment and detection of “sufficiently good” alignments among those require some type of predefined criteria, often operationalized as threshold parameters for pair-wise distance metrics between signal representations. In the existing UTD systems, the optimal hyperparameters may differ across datasets, limiting their applicability to new corpora and truly low-resource scenarios. In this paper, we propose a novel probabilistic approach to DTW-based UTD named as PDTW. In PDTW, distributional characteristics of the processed corpus are utilized for adaptive evaluation of alignment quality, thereby enabling systematic discovery of pattern pairs that have similarity which would be expected by coincidence. We test PDTW on Zero Resource Speech Challenge 2017 datasets as a part of 2020 implementation of the challenge. The results show that the system performs consistently on all five tested languages using fixed hyperparameters, clearly outperforming the earlier DTW-based system in terms of coverage of the detected patterns.
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1. Introduction

Unsupervised learning of language patterns and structures from acoustic speech data is a challenging problem. Systems capable of such processing could be utilized in low-resource speech processing scenarios where access to labeled data is limited (see, e.g., [1,2]). In addition, these systems can be used as models or learnability proofs for infant language learning, since infants also have to learn their native language without explicit supervision [3, 4]. In particular, the so-called Zero Resource Speech Processing initiative (www.zerospeech.com) has sought to drive the development and dissemination of new algorithms capable of unsupervised speech learning through a series of Zero Resource Speech Challenges (ZSC) [5–8]. While ZSC have evolved across the years, two main challenge tracks have persisted throughout all its implementations: Track-1 focusing on automatic learning of phoneme-sensitive speech signal representations and Track-2 focusing on unsupervised spoken term discovery (UTD) from acoustic data.

In this paper, we describe our Speech and Cognition group (SPECOG) system for the 2020 implementation of the Zero Resource Challenge [8] that revisits the UTD task and associated datasets from the 2017 version of the challenge [6] with slightly revised evaluation protocols. More specifically, we revisit an old and widely used technique of dynamic time warping (DTW) [9] for finding recurring patterns in speech and propose a new probabilistic formulation for a DTW-based pipeline called as probabilistic DTW (PDTW). We show that PDTW enables consistent UTD performance across different corpora without adjusting the parameters of the system.

1.1. Earlier work on unsupervised speech pattern discovery

The main goal of UTD is to find pairs (or clusters) of speech segments that match in their phonemic content, be they syllables, words, or longer phrases. The primary problem is the enormous acoustic variability of speech signals, as the same spoken word never occurs twice in exactly the same acoustic form even when spoken by the same speaker. Different voices, speaking styles, background noises, recording setups, and many other factors all impose some type of changes to the signal characteristics in time and frequency. In addition, units such as words are not highlighted by any language-universal cues that would allow their accurate segmentation before the matching process. Together these factors make naïve approaches such as template or string matching techniques (e.g., [10–12]) applied on vector quantized data impractical for UTD. Instead, the potential solution must handle signal variation in time and frequency while deciding what counts as the “same” in speech.

The existing methods for unsupervised UTD can be broadly categorized into DTW-based and acoustic word embedding (AWE) -based approaches (but see also, e.g., [13]). The DTW-based approaches trace back to Segmental DTW algorithm by Park & Glass [14], followed by SWD-model by ten Bosch & Cranen [15], DP-ngram model by Aimetti [16], JHU-UTD system by Jansen and Van Durme [17], MODIS by Cantanese et al. [18] (see also [19]), and system by Räsänen and Seshadri [20] for the ZSC2017, to name a few. In theory, DTW is very powerful, since it enables pairwise alignment of any arbitrary multivariate patterns that may consist of non-linear temporal distortions with respect to each other, providing also a measure of the resulting alignment quality. However, exhaustive pairwise DTW between all possible segments of a corpus of moderate size is computationally infeasible, and practically all the proposed UTD methods use some kind of heuristics to limit the number DTW alignments carried out at full signal resolution. In addition, several hyperparameters are typically required to guide the alignment process and to ultimately select only those patterns that are sufficiently similar to each other according to the set criteria. The challenge in setting these parameters correctly becomes reflected in inconsistent performance of the DTW-methods across different corpora when using the same set of hyperparameters (see, e.g., [6; see also Table 1]).
In contrast to DTW-approaches, AWE-based systems aim to map variable-length speech patterns into a fixed-dimensional vector embedding space in which segment distance measurements or clustering operations can then be carried out using standard methods. Examples of AWE-based systems include a syllable-based n-gram system in [21] and ES-Kmeans algorithm by Kamper et al. [22]. The latter method can be considered as the current state-of-the-art in UTD, and it performs full segmentation of a corpus by simultaneously learning a segmentation and clustering solution that minimizes the joint cost of both operations. As a drawback of the full segmentation target, the parameters of the ES-Kmeans may be difficult to tune so that the discovered clusters are pure in terms of their phonemic content—a property that might be desirable for some applications.

In the present paper, we revisit the DTW-based approach for UTD and tackle the issue of hyperparameter setting across different speech corpora with our PDTW approach. We propose a two-stage DTW-based UTD approach that converts heuristic thresholds into a probabilistic interpretation: matching patterns are obtained by finding alignments that are highly unlikely to occur by chance, and where chance-level is defined in terms of the distributional characteristics of the given corpus.

### 2. Pattern discovery with PDTW

![Figure 1: A schematic view of the PDTW alignment algorithm.](image)

The overall structure of the PDTW pipeline is shown in Fig. 1, consisting of two main stages: In the first stage, an initial low-resolution matching of recurring segments is carried out by selecting the segments from temporal neighborhood of the current segment with \( i \in \{1, 2, \ldots, N\} \), and information regarding up to \( k \) nearest segments with \( p(d_{ij}) \) < \( \alpha \) are maintained in memory. The threshold parameter \( \alpha \) can here be interpreted as the maximum allowed probability that the given distance is not smaller than the typical distances observed in the corpus, not unlike to significance criterion in a one-tailed statistical test. The underlying assumption is that if two segments at least partially share the same phonetic content, their mutual distance should be significantly lower than what is expected from random variation in the pairwise distances.

#### 2.2. Stage #2: high-resolution alignment

In stage #2, candidate pairs from the first stage are analyzed more closely with DTW. First, the original candidate segments are expanded by \( \pm E \) frames to enable alignment of patterns up to a maximum duration of \( L+2E \) frames. Then a regular affinity matrix \( M_{ij} \) of the corresponding original segment features \( x_i \) and \( x_j \) is calculated using cosine-distance for each candidate pair. Since the stage #1 matching already requires that the segments are relatively well aligned, the best alignment path must lie close to the diagonal of \( M_{ij} \). Now, instead of finding the shortest path through \( M_{ij} \) using DTW, the pairwise cosine distances \( d(x_i, x_j) \) (the elements of \( M_{ij} \)) are again (non-linearly) transformed into probabilities \( p(d(x_i, x_j)) \) that the distances are equal or larger to the typical distances in the corpus.

Probabilities are obtained using a cumulative probability density function of normal distribution \( N_{cdf}(d(x_i, x_j) | \mu_f, \sigma_f^2) \) with mean \( \mu_f \) and variance \( \sigma_f^2 \) estimated from a random sample\(^1\) of paired feature vectors \( x_i \) and \( x_j \). DTW is then used to find a minimum cost path through the resulting probability matrix \( P_{ij} \). Probability \( p_{align} \) of an alignment path \( Z \) between two feature sequences can now then be measured as

\[
p_{align}(Z) = \prod_{k \in Z} p_{align}(q(k)) = \prod_{k \in Z} N_{cdf}(d(x_{p(k)}, x_{q(k)}) | \mu_f, \sigma_f^2)
\]

where \( p(t) \) and \( q(t) \) denote pointers from the alignment path to the original feature data \( X \) for the two segments-in-alignment \( i \) and \( j \), respectively. In short, the smaller the \( p_{align} \) the more unlikely it is that an alignment of this quality would occur by chance. Note that the full alignment path across \( P_{ij} \) is unlikely to correspond to a matching linguistic pattern. Instead, we assume that such a unit may lie somewhere on the path. The **quality of any given sub-path along the full alignment path is therefore determined by measuring a likelihood ratio (LR) between \( p_{align} \) and \( p_{chance} \)** for the sub-path. The latter is a surrogate measure defined as \( p_{chance} = \alpha^2 \), where \( Z \) denotes sub-path length. \( \alpha \) is the same hyperparameter as in stage #1, now denoting the confidence level that the alignment is not caused by chance. Formally, LR can be written as:

\[
LR(Z) = \frac{p_{align}(Z)}{p_{chance}(Z)} = \frac{\log (p_{align}(Z))}{\log (p_{chance}(Z))} = \frac{\sum_{k \in Z} \log (p_{align}(q(k)))}{\Sigma_{k \in Z} \log (p_{chance}(q(k)))}
\]

LR is calculated separately for all possible sub-paths \( Z \in \Omega_{ij} \) on the full alignment path between the extended segments \( i \) and \( j \) and the path minimizing the LR is chosen as the final

---

\(^1\) Large enough sample to have convergence in the distribution parameters, here at the scale of \( 10^6 \) data points.
alignment. If the resulting alignment is shorter than $L_{\text{min}}$ steps, the pair is discarded. This also leads to automatic pruning of poor candidates from stage #1, as their LR will reach the minimum for short sub-paths.

As for computational complexity, the number of pairwise distances in stage #1 grows with $O(n^2)$ while stage #2 is $O(n)$. Both stage 1 and stage 2 calculations can be trivially parallelized, providing a linear speedup with additional CPUs.

3. Experiments

3.1. Data

Performance of the PDTW was evaluated as a part of ZSC2020. Data for this challenge comes in the form of five corpora, where three (Mandarin, French, and English) are provided to the participants together with evaluation software to test the performance of the developed systems. In addition, two surprise languages (“LANG1” and LANG2”) were included. For these, evaluation was only carried out by the challenge organizers for the official challenge submission, allowing two system submissions per participant in total. Details of the datasets are available on challenge website at http://www.zerospeech.com.

3.2. Evaluation

Pattern matching was evaluated using the ZSC2020 evaluation toolkit (see [8]). We report normalized edit distance (NED) of the phoneme strings corresponding to the discovered pattern pairs, coverage of the discovered patterns (Cov) w.r.t. all speech in the given corpus, and word segmentation performance (precision, recall, F-score) comparing discovered patterns with ground-truth word boundaries. Since “grouping” measure of the evaluation toolkit—initially meant for pattern matching quality—was not computable for moderate pattern counts even with a powerful cluster, we also introduce a new total matching quality— was not computable for moderate pattern counts even with a powerful cluster, we also introduce a new total matching score to summarize the overall tradeoff between coverage and purity. More specifically, we computed the harmonic mean of the two primary measures of NED and Cov:

$$M\text{-score} = 2 \times \frac{(100-\text{NED}) \times \text{Cov}}{100 - \text{NED} + \text{Cov}}$$

M-score reaches its maximum value of 100 if coverage is 100% and NED is 0, i.e., when all speech of the corpus has been assigned to at least one matching pair while all discovered pairs have exactly the same phonemic content. In contrast, it will obtain a value of 0 if one or both of the primary measures get the worst possible value.

3.3. Experimental setup

Input features to PDTW were standard mean and variance normalized 39-dim MFCCs (13 static + delta + deltadelta). We also explored the use of autoregressive predictive coding (APC; [23]) features trained on the same data. However, the very high dimensionality of APC features ($d \approx 300$ after PCA) on English and French datasets caused some computational issues for our experiment timeline. We therefore report performance on all corpora using the first 39 principal coefficients of the APC features (“APC39”) to compare them with MFCCs of equal dimensionality, and only report full APC performance for the smallest Mandarin dataset (“APCFull”).

As for PDTW parameters, we used window of $L = 20$ and shift of $S = 10$ frames (200 & 100 ms), downsampling to $M = 4$ frames, keeping up to $k = 5$ best matches for each segment, and expanding original segments by $E = \pm 25$ frames in stage #2.

Figure 2: Examples of classical DTW (top left) vs. probabilistic DTW (top right) affinity matrices with minimum cost paths. Corresponding path costs are on bottom left and right, respectively. Green segment denotes the best PDTW sub-path.

Alignments shorter than 50 ms ($L_{\text{min}} = 5$) were discarded. Experiments were conducted for two significance levels of $\alpha = 0.001$ and $\alpha = 0.0001$. Instead of using the official challenge oracle VAD to discard non-speech frames, we used a 2-component GMM fit to all data on 0th MFCC coefficient (or 1st PCA coefficient for APC) to discard all frames that had one-tailed probability of $p < 0.01$ of belonging to the larger cluster (i.e., the cluster assumed to contain speech frames).

For surprise languages LANG1 and LANG2, only PDTW-MFCC results are reported, as only two evaluation submissions were allowed in the challenge per participant.

3.4. Reference methods

As a reference, we report results for JHU-UTD system [17], which is the official baseline of the ZSC2020, and for system submission no. #1 from S. Bhati [24] that was available on the challenge leaderboard at the time of writing. In addition, we show results for ES-Kmeans [22] and systems by García and Sanchis [25] (from now on: “GS”), and Räisänen and Seshadri [20] (from now on: “Syl-DTW”), all originally submitted to ZS2017, and for which updated ZSC2020 results are also available on the challenge website. JHU-UTD and Syl-DTW are the most important comparison points, as they both use DTW in their core functionality. In contrast, the ES-Kmeans always performs a full segmentation and clustering of the corpus while GS uses supervised Hungarian acoustic model as a system component. Performance comparison to the last two should therefore be carried out with reservation.

4. Results

Table 1 shows the results for ZS2020 Track-2 evaluations on the ZS2017 datasets. Our primary challenge submission with $\alpha = 0.001$ is highlighted with a green background, and the official challenge baseline is highlighted with yellow background.

As can be observed from the table, PDTW-MFCC ($\alpha = 0.001$) has relatively consistent performance across all five languages, including the two surprise languages. Purity of the pairings is consistent and high compared to all other non-baseline systems. At the same time, the PDTW system still covers a substantial proportion of each corpus (M-score ranging from 55.3 on English to 72.0 on French). In comparison, the baseline system finds very high-quality pairings on four out of
In principle, this is a desirable property, as high precision of baseline system only finds relatively long fragments of speech.

Syllable (or monosyllabic word) lengths. In contrast, the substantial proportion of them are 100–300 ms, i.e., typical patterns are of similar length in all languages, where a of the five corpora.

Baseline system while reaching much higher coverage on four be expected. The average NED is now lower than that of the baseline system but with a substantially lower overall NED (Table 1).

Interestingly, we found no systematic improvement in performance when using APC-based features, even though the same features clearly outperform MFCCs on phonemic selectivity on Track-1 evaluations of the challenge [26]. The reason for this is currently unclear, and would require further investigation.

**5. Conclusions**

This paper described a probabilistic variant for DTW-based unsupervised spoken term discovery. The results from ZS2020 challenge evaluation show that the PDTW algorithm has consistent performance across four different languages using the same hyperparameters. It also clearly outperforms the official challenge baseline system also using DTW for pattern matching, especially when balance between coverage and purity of the discovered pairings is considered. PDTW also outperforms the earlier Syl-DTW system [20] that uses a similar pipeline but with heuristic thresholding and syllabic instead of fixed-length input segments. In addition, PDTW finds more word-like patterns than the two reference methods, as reflected through probabilistic modeling of feature distances and DTW-matching, especially when balance between coverage and purity of the discovered pairings is considered.

Overall, the results show that the adaptive behavior obtained through probabilistic modeling of feature distances and DTW-alignment path cost estimation resolves the issue of proper hyperparameter tuning for UTD in different corpora—a major concern in the earlier approaches. In principle, similar formulation should apply to other multivariate time-series pattern discovery tasks also outside speech domain.

In the future work, PDTW system could be expanded to incorporate proper mechanisms for grouping of the discovered pairs into clusters of acoustic patterns. It could also be used as a front-end in systems such as correspondence autoencoders [27] for low-resource feature learning or as a potential replacement for frame alignment in INCA algorithm [28] in voice and speaking style conversion systems trained on non-parallel data, i.e., whenever it is beneficial to find alignments of longer recurring patterns in a corpus (or corpora) of speech.
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![Figure 3: Length distributions of the discovered patterns in different languages for PDTW and JHU-UTD. Total pattern counts in each language are also shown in the legend.](image-url)
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