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Abstract

Speaker diarization can be described as the process of extracting sequential speaker embeddings from an audio stream and clustering them according to speaker identities. Nowadays, deep neural network based approaches like x-vector have been widely adopted for speaker embedding extraction. However, in the clustering back-end, probabilistic linear discriminant analysis (PLDA) is still the dominant algorithm for similarity measurement. PLDA works in a pair-wise and independent manner, which may ignore the positional correlation of adjacent speaker embeddings. To address this issue, our previous work proposed the long short-term memory (LSTM) based scoring model, followed by the spectral clustering algorithm. In this paper, we further propose two enhanced methods based on the self-attention mechanism, which no longer focuses on the local correlation but searches for similar speaker embeddings in the whole sequence. The first approach achieves state-of-the-art performance on the DIHARD II Eval Set (18.44\% DER after resegmentation), while the second one operates with higher efficiency.

Index Terms: speaker diarization, similarity measurement, self-attention, spectral clustering, DIHARD II

1. Introduction

Speaker diarization can be considered as the process of partitioning multi-speaker speech into short segments and clustering them according to speaker identities. It solves the “who spoke when” problem [1, 2], which has a wide range of applications in real-life scenarios such as meetings, telephone calls and child care.

A typical diarization system usually consists of multiple modules, as demonstrated in Figure 1. First, voice activity detection (VAD) detects speech in audio streams and removes the non-speech portions [3, 4, 5, 6]. Second, speaker changepoint detection (SCD) [7, 8] or uniform segmentation [9] partitions speech into multiple speaker-homogeneous segments. Third, speaker embeddings like i-vector [10], x-vector [11] and Deep ResNet vectors [12, 13] are extracted from the segments. Then similarity measurement algorithms such as cosine distance and PLDA [14, 15] compute scores between any two speaker embeddings in the sequence, followed by the clustering algorithms like agglomerative hierarchical clustering (AHC) [9, 16], K-means [17] and spectral clustering [17, 18] to generate the diarization outputs.

In general, conversations raised by speakers are highly structured, and turn-taking behaviors are not randomly distributed over time. When the speech regions are uniformly split into short segments, speaker embeddings extracted from adjacent segments are of high correlation. However, PLDA measures the similarity between arbitrary two speaker embeddings in a pair-wise and independent manner, namely vector-to-vector scoring, which ignores the positional correlation of the measured segments. In [18], we proposed a novel vector-to-sequence scoring model based on LSTM, and computed the similarity scores between one speaker embedding and the whole embedding sequence. The manner helped capture structural information from both forward and backward directions. During the past DIHARD II competition, the new scoring model was put into use and proved to be effective in challenging scenarios [19]. In this paper, we enhance the similarity measurement process with the self-attention mechanism. The first approach is an extension of the vector-to-sequence scoring manner, which replaces the LSTM structure with Transformer encoders while remaining input features and supervised target labels unchanged. Noticing that the vector-to-sequence scoring process is time-consuming, we further propose the second method: a faster sequence-to-sequence scoring model.

The rest of this paper is organized as follows. Section 2 introduces the LSTM based scoring model and the spectral clustering algorithm. Section 3 describes our two proposed methods based on the self-attention mechanism. Experimental results and discussions are presented in Section 4, while conclusions are drawn in Section 5.

2. Related works

Suppose that \(x_1, x_2, \ldots, x_n\) are a sequence of speaker embeddings extracted from an audio stream. In the similarity measurement stage, our goal is to construct the similarity matrix \(S \in \mathbb{R}^{n \times n}\), where \(S_{i,j}\) is the similarity score between \(x_i\) and \(x_j\).

---

Figure 1: A typical speaker diarization pipeline.
2.1. PLDA

To construct the complete similarity matrix, the PLDA algorithm goes through all pairs of speaker embeddings \( \{x_i, x_j\} \).
For each pair, it computes the corresponding score as follows:

\[
S_{i,j} = f_{\text{PLDA}}(x_i, x_j) = x_i^T Q x_j + x_i^T P x_j + x_i^T Q x_j + \text{const}
\]

Matrices \( P \) and \( Q \) are trainable parameters of PLDA, and \( \text{const} \) is a constant value. In this case, PLDA does not consider the information from neighboring of the two speaker embeddings.

2.2. LSTM based vector-to-sequence scoring

Speaker embeddings extracted from adjacent segments are more likely to be assigned to the same speaker, especially when the audio is segmented by uniform segmentation. To utilize this property, we proposed the LSTM based scoring model and computed similarity scores in a vector-to-sequence manner in [18]. Given the \( x_1, x_2, ..., x_n \) sequence, \( x_i \) is selected and repeatedly concatenated with all of the speaker embeddings. Then the concatenated sequence is fed into the LSTM scoring model and generates corresponding similarity scores as the \( i \)-th row of the similarity matrix:

\[
S_i = [S_{i,1}, S_{i,2}, ..., S_{i,n}] = f_{\text{LSTM}}(\begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix})
\]

Output \( S_{i,j} \) denotes the similarity score of input concatenated vectors \( x_i \) and \( x_j \), which is expected to be 1 for the same speaker and 0 for different speakers. To construct the complete similarity matrix \( S \), we run the model for \( n \) times with \( i \) ranging from 1 to \( n \), and stack the outputs \( S_1, S_2, ..., S_n \) row by row vertically. For more details, please refer to [19].

2.3. Spectral clustering

Spectral clustering is a graph based clustering algorithm [20]. It regards \( S \) as an undirected graph and \( S_{i,j} \) as the weight of the edge between node \( i \) and \( j \). By cutting off weak edges, the algorithm partitions the original graph into multiple subgraphs. Each subgraph represents a cluster. In this work, we employ spectral clustering as the back-end clustering method.

3. Proposed methods with self-attention

3.1. Attentive vector-to-sequence (Att-v2s) scoring

We keep inputs and supervised targets of the LSTM based method unchanged, and replace the neural network with the Att-v2s model. As depicted in Figure 2(a), the concatenated speaker embeddings are fully connected by the first linear layer and fed into two stacked encoder layers. Then feature mappings pass through the second linear layer with the Sigmoid function and generate similarity scores. The encoder layer is almost the same as the one in Speech-Transformer [22, 23], with the positional encoding layer removed. As shown in Figure 3, it mainly includes a multi-head self-attention module and a feed-forward module, both with layer normalization [24] and residual connection [25].

3.1.1. Multi-head self-attention module

The multi-head self-attention module consists of \( h \) parallelized self-attention heads. For the \( i \)-th head, feature mappings \( E \in \mathbb{R}^{n \times d} \) are converted into query matrix \( Q_i \in \mathbb{R}^{n \times d_k} \), key matrix \( K_i \in \mathbb{R}^{n \times d_k} \), and value matrix \( V_i \in \mathbb{R}^{n \times d_v} \) respectively by different linear layers. The Scaled-Dot Product Attention block copes with these three matrices as follows:

\[
\text{head}_i = \text{Attention}(Q_i, K_i, V_i) = \text{Softmax}(\frac{Q_i K_i^\top}{\sqrt{d_k}}) V_i.
\]

Usually we set \( d_k = d_v = d \), and the Softmax function is performed in a row-wise manner. Then results from different heads are concatenated over the last dimension and fully connected:

\[
\text{MultiHead} = \text{Linear} (\text{Concat} (\text{head}_1, \text{head}_2, ..., \text{head}_h)).
\]

3.1.2. Feed-forward module

The feed-forward module consists of two linear layers, with the ReLU function in between. The dimension of input and output keeps the same, and the inner-layer is high-dimensional.

3.2. Attentive sequence-to-sequence (Att-s2s) scoring

To construct the complete similarity matrix \( S \), we need to run the Att-v2s scoring model for \( n \) times. It is computationally expensive and increases the operation time of the whole diarization system. To deal with this issue, we propose the attentive sequence-to-sequence (Att-s2s) scoring model, which calculates the complete similarity matrix \( S \) in one shot.

As demonstrated in Figure 2(b), the overall structure of the Att-s2s scoring model is highly similar to the Att-v2s model. The main difference is that we replace the second linear layer with matrix production \( Z P Z^\top \), where matrix \( P \) is
the trainable neural network parameters and initialized as identity matrix. Besides, the input is the original speaker embedding sequence instead of the concatenated one, and the output is directly the whole similarity matrix. Suppose that $Z = [z_1, z_2, ..., z_n]^T \in \mathbb{R}^{n \times d}$, and the matrix production can be expanded as follows:

$$ZPZ^T = \begin{bmatrix} z_1^TPz_1 & \cdots & z_1^TPz_n \\ \vdots & \ddots & \vdots \\ z_n^TPz_1 & \cdots & z_n^TPz_n \end{bmatrix}.$$  \hfill (5)

$z_i^TPz_j$ computes the similarity score between $z_i$ and $z_j$, which is inspired and simplified from computation of PLDA in Eq. 1. We normalize the score to the range of $(0, 1)$ by the Sigmoid function.

Without self-attentive encoder layers, the Att-s2s model degrades to the weighted inner-product. As we know, speaker embeddings extracted from short utterances may be not representative enough for identifying a speaker due to the phonetic and other types of variabilities. To improve the robustness, we could choose longer segments for embedding extraction, or average the speaker embeddings from multiple short utterances of the same speaker. For diarization audios where multiple speakers are involved, we tend to adopt short segments to satisfy the speaker homogeneity. Therefore, the left solution is to average speaker embeddings. The self-attention mechanism makes it by searching for similar speaker embeddings over the whole sequence and summing them up with learnable weights. As depicted in Figure 4, speaker embeddings $x_1, x_2, ..., x_n$ are first transformed to $v_1, v_2, ..., v_n$ by the linear layer. At the $t$-th moment, $v_t$ pays attention to the speaker embeddings that are of high correlation to itself, and assigns them with different weights $W_f = [w_{t,1}, w_{t,2}, ..., w_{t,n}]$. The larger weight indicates higher similarity. By weighted sum of speaker embeddings $w_{t,1}v_1 + w_{t,2}v_2 + ... + w_{t,n}v_n$, this mechanism generates a more robust speaker representation.

4. Experimental results and discussions

For simplicity, we employ the oracle VAD to remove non-speech regions from audio streams. Speech regions are segmented by uniform segmentation with the window of 1.5s length and 0.75s shift. Each segment is labeled with the most talkative speaker in the central 0.75s region.

4.1. Speaker embedding extraction

Deep ResNet vector [13] is employed as the speaker embedding. Structure of Deep ResNet vector is similar to x-vector, but replaces the time delay neural network (TDNN) front-end with ResNet34. Specifically, it includes three main components: the ResNet34 front-end, the statistics pooling layer and the feed-forward layer. Detailed implementation can be referred in [13].

We take Voxceleb1&2 [26] corpora and their data augmentation for training, which includes 7323 speakers in total. 64-dimensional fbanks are extracted as the input features, with 25 ms length and 10 ms step. The dimension of Deep ResNet vector is 128.

Independent evaluation is carried out on the Voxceleb1_test Set and the equal error rate (EER) is reported. Besides full-length utterances (full-len), we also evaluate utterances limited to 1.5 seconds long (1.5s * 1). Moreover, we split the long utterance into multiple 1.5s segments, extract corresponding speaker embeddings, and then average them for the evaluation scenario (1.5s * N). Results are shown in Table 1. As expected, Deep ResNet vector in the full-length test condition achieves a low EER of 1.51%, and the performance degrades rapidly to 6.74% EER with the test duration limited to 1.5s. When we average multiple 1.5s speaker embeddings for each full-length utterance, the EER recovers to 1.98%.

Table 1: Evaluation of Deep ResNet vector on Voxceleb1_test.

<table>
<thead>
<tr>
<th></th>
<th>full-length</th>
<th>1.5s * 1</th>
<th>1.5s * N</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER(%)</td>
<td>1.51</td>
<td>6.74</td>
<td>1.98</td>
</tr>
</tbody>
</table>

4.2. Datasets

Public meeting corpora AMI [29] and ICSI [30] are employed for training the scoring models, about 170 hours in total. Audios are recorded in 16k sample rate, and the average duration is around 40 minutes. In the data preparation stage, thousands of 1.5s speaker embeddings are extracted from each audio. Then during the training stage, we randomly truncate 100 to 400 speaker embeddings from the selected audio.
4.4. Model configuration

In the Att-v2s model, the first linear layer is 256-dimensional. The encoder layer contains 2 heads with 128 attention units for each head, and the dimension of the feed-forward layer is 1024. The encoder layer contains 2 heads with 128 attention units for each head, and the dimension of the feed-forward layer is 1024.

In the Att-s2s model, the same configuration is employed, except that we replace the second linear layer by matrix function. In most of the cases, both LSTM and Att-v2s models outperform the Att-s2s model. It is reasonable because the Att-s2s model constructs the whole similarity matrix in one shot, and the information it has to express is far more complicated than that of two vector-to-sequence models. As a compensation, the Att-s2s model runs in higher efficiency. It takes only 24 seconds to score the Eval Set on a single core of Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz, while the rest two models cost more than one hour.

Another interesting phenomenon is that the Att-s2s model gains the lowest JER on the Eval Set after domain adaptation, but meanwhile its DER is highest among the three models. Since speakers with different duration in the audio contribute equally to JER, even miss detection of the least talkative speaker raises a high error. We believe that JER is not as stable as DER, and thus report DER as the main metric.

In most of the cases, both LSTM and Att-v2s models outperform the Att-s2s model. It is reasonable because the Att-s2s model constructs the whole similarity matrix in one shot, and the information it has to express is far more complicated than that of two vector-to-sequence models. As a compensation, the Att-s2s model runs in higher efficiency. It takes only 24 seconds to score the Eval Set on a single core of Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz, while the rest two models cost more than one hour.

Another interesting phenomenon is that the Att-s2s model gains the lowest JER on the Eval Set after domain adaptation, but meanwhile its DER is highest among the three models. Since speakers with different duration in the audio contribute equally to JER, even miss detection of the least talkative speaker raises a high error. We believe that JER is not as stable as DER, and thus report DER as the main metric.

4.4. Model configuration

In the Att-v2s model, the first linear layer is 256-dimensional. The encoder layer contains 2 heads with 128 attention units for each head, and the dimension of the feed-forward layer is 1024. The second linear is 1-dimensional, connected with the Sigmoid function. In the Att-s2s model, the same configuration is employed, except that we replace the second linear layer by matrix function.

The binary cross entropy (BCE) loss function computes the loss between the similarity matrix and the ground truth adjacent matrix with binary values. The stochastic gradient descent (SGD) optimizer is employed, with the learning rate initialized as 0.01 and decreasing twice to 0.0001. The training process terminates after 100 epochs and we carry out evaluation on both Dev and Eval Sets (Dev/Eval in Table 2). Moreover, we fix the learning rate as 0.0001 and take the Dev Set to finetune the model for 30 more epochs. Then the adapted model is evaluated on the Eval Set (Eval + adaptation in Table 2).

4.5. Results

The spectral clustering algorithm is employed on top of similarity matrices to generate diarization outputs. Besides, we consider Variational Bayes (VB) resegmentation for enhancement of system performance. Results are reported in Table 2. All three neural network based models show significant improvement on both Dev and Eval Sets in comparison with PLDA. The best-performing single system, Att-v2s, achieves a DER of 18.44% on the Eval Set after domain adaptation and VB resegmentation, almost the same as that of the DIHARD II winner system. It is worth noting that the winner system includes an additional overlap detection module, which slightly reduces the error rate.

In most of the cases, both LSTM and Att-v2s models outperform the Att-s2s model. It is reasonable because the Att-s2s model constructs the whole similarity matrix in one shot, and the information it has to express is far more complicated than that of two vector-to-sequence models. As a compensation, the Att-s2s model runs in higher efficiency. It takes only 24 seconds to score the Eval Set on a single core of Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz, while the rest two models cost more than one hour.

Another interesting phenomenon is that the Att-s2s model gains the lowest JER on the Eval Set after domain adaptation, but meanwhile its DER is highest among the three models. Since speakers with different duration in the audio contribute equally to JER, even miss detection of the least talkative speaker raises a high error. We believe that JER is not as stable as DER, and thus report DER as the main metric.

5. Conclusions

In this paper, we review the LSTM based scoring model and propose two new methods with the self-attention mechanism. The first approach Att-v2s works in a vector-to-sequence manner, and achieves 18.44% DER on the DIHARD II Eval Set after domain adaptation and resegmentation. Besides, our second approach Att-s2s works in a sequence-to-sequence manner and operates with higher efficiency and comparable performance.
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