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Abstract

This paper describes the systems developed by the DKU team for the Fearless Steps Challenge Phase-02 competition. For the Speech Activity Detection task, we start with the Long Short-Term Memory (LSTM) system and then apply the ResNet-LSTM improvement. Our ResNet-LSTM system reduces the DCF error by about 38% relatively in comparison with the LSTM baseline. We also discuss the system performance with additional training corpora included, and the lowest DCF of 1.406% on the Eval Set is gained with system pre-training. As for the Speaker Identification task, we employ the Deep ResNet vector system, which receives a variable-length feature sequence and directly generates speaker posteriors. The pre-training process with Voxceleb is also considered, and our best-performing system achieves the Top-5 accuracy of 92.393% on the Eval Set.
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1. Introduction

Fearless Steps Challenge Phase-02 (FS02) [1, 2, 3] is the speech competition organized by UTDallas-CRSS. It aims at digitization, recovery and diarization of 19,000 hours audio data from the Apollo-11 Mission, as well as exploring meaningful information from the resource. Four tasks are released by the competition: Speech Activity Detection (SAD), Speaker Identification (SID), Speaker Diarization (SD) and Automatic Speech Recognition (ASR). In this paper, we focus on the first two tasks and present our systems.

SAD is the process of distinguishing speech regions from non-speech in audio streams [4, 5]. It serves as a fundamental front-end for massive speech signal processing technologies including ASR, keyword spotting and speech enhancement. Early works assumed that speech regions denoted speakers’ voices and non-speech parts denoted the silence. Under the hypothesis, energy-based methods and zero-crossing rate were proposed [6, 7]. However, the strict definition of speech should be any sound generated by humans’ vocal cords, and non-speech includes all sounds except speech. For example, laughter and coughing are categorized as speech, while background music includes all sounds except speech. To build more robust SAD systems, researchers come up with generative models like Gaussian Mixture Model (GMM) [8] and Hidden Markov Model (HMM) [9], which have stayed popular for decades. In recent years, with the development of hardware, Deep Neural Network (DNN) based models like Multi-Layer Perceptron (MLP) [10, 11] and Long Short-Term Memory (LSTM) [12, 13] successfully refresh state-of-the-art SAD performance in the literature.

Another task, SID, is the process of identifying a speaker from characteristics of voices [14, 15]. To be specific, given an utterance of variable duration, the SID system assigns it to the best matching speaker in the speaker library. SID can be either text-dependent or text-independent, and here we only discuss the text-independent case. That is, the system identifies a speaker without constraint on the speech content. Traditionally, the most typical SID system is the i-vector system [16], where the speaker-representative supervector is first extracted from GMM and then projected into the Total Variability Subspace to extract the i-vector. Then similarity measurement algorithms like cosine similarity and Probabilistic Linear Discriminant Analysis (PLDA) [17, 18] compute the scores between the newly extracted i-vector with the registered ones in the speaker library, and determine the best-matching speaker with the highest score. Alternatively, an increasing number of studies directly optimize neural networks to distinguish different speakers [19, 20]. The representative system is x-vector [21], which consists of a Time Delay Neural Network (TDNN) [22], a statistics pooling layer and a feed-forward network.

In this paper, we propose the ResNet-LSTM model for the SAD task. In comparison with the LSTM based system, the newly added ResNet front-end transforms data frames to task-relative feature mappings, and helps the LSTM back-end capture sequential information in the audio stream more easily. For the SID task, we employ Deep ResNet vector [23, 24], which is similar to x-vector in structure but replaces TDNN with deeper ResNet [25].

The rest of this paper is organized as follows. Section 2 describes our ResNet-LSTM based SAD system in detail. Section 3 introduces the Deep ResNet vector for the SID task and discusses the pre-training process in the FS02 competition. Experimental configuration and results are reported in Section 4, while conclusions are drawn in Section 5.

2. Speech Activity Detection

This section starts with the LSTM based SAD system and then introduces our ResNet-LSTM improvement. We describe the implementation of the ResNet-LSTM system in detail and list the model parameters. Besides, since FS02 competition follows open training conditions, we also discuss how to utilize additional corpora for system training.

2.1. LSTM based SAD

LSTM is popular in the SAD task due to its outstanding sequence analysis capability. Generally, sequential frame-wise features like MFCC and fbank are extracted from the audio...
stream, fed into multiple stacked LSTM layers, and generate corresponding output scores [13]. The supervised target is the 0/1 sequence, where 1 denotes speech and 0 denotes non-speech. Compared with the pure MLP structure, LSTM is designed naturally to smooth outputs and allows short pauses in speaking to be categorized as speech.

Although the LSTM model works well in capturing sequential information, it is rarely stacked deep to extract high-level abstract feature mappings from inputs like Convolutional Neural Networks (CNN), probably due to difficulty in parallelized training [26]. Meanwhile, MFCC and fbank are fundamental features in speech signal processing and not specifically designed for the SAD task. Therefore, in more noisy and challenging scenarios, it may be hard for the system to extract essential information and generate accurate outputs.

### 2.2. ResNet-LSTM based SAD

To further enhance the capability of LSTM in the SAD task, we propose the ResNet-LSTM approach. As depicted in Figure 1, the neural network mainly consists of three components: a ResNet front-end, a one-dimensional (1-d) statistics pooling layer and a LSTM back-end. The LSTM back-end includes two bidirectional LSTM (Bi-LSTM) layers and a linear layer connected with the Sigmoid function.

Given sequential features of size $T \times D$, ResNet transforms the inputs to high-level feature mappings $F \in \mathbb{R}^{C \times \frac{T}{8} \times \frac{D}{8}}$ first. $T$ denotes the number of frames along the time axis, $D$ denotes the feature dimension along the frequency axis, and $C$ denotes the number of CNN channels. Then the 1-d pooling layer accumulates mean statistics over the frequency axis and generates $\tilde{F} \in \mathbb{R}^{C \times \frac{T}{8}}$. The column vector $\tilde{F}_t \in \mathbb{R}^{C \times 1}$ indicates the task-relative feature extracted from the $[8t, 8t + 8)$ data frames. Finally, we feed the column vectors to the LSTM back-end and generate corresponding SAD scores. Detailed configuration of model parameters is listed in Table 1.

As demonstrated in the table, we employ a light-weight ResNet18 as the front-end with channel widths of residual blocks set to $\{16, 32, 64, 128\}$. After the 1-d pooling layer, each column vector $\tilde{F}_t$ has a receptive field of 109 frames over the input features. It is worth noting that the corresponding output score $s_t$ is only assigned to the central 8 frames, and the rest frames in the receptive field play the role of imposing additional information for system decisions. This is the main improvement in comparison with [27], where we forced sequential input features into multiple 8-frame segments and lost the additional receptive field.

---

**Table 1: Model parameters and output size of ResNet-LSTM.**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameters</th>
<th>Output size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>-</td>
<td>$T \times D$</td>
</tr>
<tr>
<td></td>
<td>$\text{conv } 3 \times 3, 16$</td>
<td>$16 \times T \times D$</td>
</tr>
<tr>
<td></td>
<td>$\begin{bmatrix}\text{conv } 3 \times 3, 16 \ \text{conv } 3 \times 3, 16\end{bmatrix} \times 2$</td>
<td>$16 \times T \times D$</td>
</tr>
<tr>
<td>ResNet</td>
<td>$\begin{bmatrix}\text{conv } 3 \times 3, 32 \ \text{conv } 3 \times 3, 32\end{bmatrix} \times 2, /2$</td>
<td>$32 \times T \times \frac{D}{2}$</td>
</tr>
<tr>
<td></td>
<td>$\begin{bmatrix}\text{conv } 3 \times 3, 64 \ \text{conv } 3 \times 3, 64\end{bmatrix} \times 2, /2$</td>
<td>$64 \times T \times \frac{D}{4}$</td>
</tr>
<tr>
<td></td>
<td>$\begin{bmatrix}\text{conv } 3 \times 3, 128 \ \text{conv } 3 \times 3, 128\end{bmatrix} \times 2, /2$</td>
<td>$128 \times T \times \frac{D}{8}$</td>
</tr>
<tr>
<td>1-d Pooling</td>
<td>mean</td>
<td>$128 \times \frac{T}{8}$</td>
</tr>
<tr>
<td>transpose</td>
<td>-</td>
<td>$\frac{T}{8} \times 128$</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>64 units per direction, 2 layers, drop=0.5</td>
<td>$\frac{T}{8} \times 128$</td>
</tr>
<tr>
<td>Linear</td>
<td>$128 \times 1$, with Sigmoid</td>
<td>$\frac{T}{8} \times 1$</td>
</tr>
</tbody>
</table>

We also try deeper ResNet like ResNet34, but experimental results show very limited improvement with a wider receptive field. It indicates that the SAD decision at the $t$-th moment mainly relies on inputs in the range of $t \pm 0.5$ seconds.

---

2.3. Additional Corpora for Training

Besides the 63-hour FS02 Train Set provided by the competition, participants are allowed to use any available data. Therefore, we also take the AMI [28] and ICSI [29] meeting corpora for system training, which sum up to 170 hours in total. Audios are resampled to 8k sample rate and mixed down to the mono channel. Moreover, non-speech regions in FS02 Train Set are truncated and mixed with the meeting audios for data augmentation.

In experiments, we consider two strategies of handling the additional meeting corpora. The first strategy combines meeting data and FS02 Train Set together for training, while the second one pre-trains systems with meeting data and then employs FS02 Train Set for model adaptation.

---

Figure 1: The structure of ResNet-LSTM based SAD system.
3. Speaker Identification

In this section, we build the Deep ResNet vector system for the SID task. The system accepts a single-speaker utterance of variable duration and directly generates the speaker posteriors. We also consider additional corpora for system training.

3.1. Deep ResNet vector

As demonstrated in Figure 2, the network structure consists of three main components: a ResNet front-end, a two-dimensional (2-d) statistics pooling layer and a feed-forward network. The feed-forward network includes two stacked linear layers, connected with the Softmax function. Given sequential input features of shape $T \times D$, the ResNet front-end first converts them to frame-wise feature mappings $F \in \mathbb{R}^{C \times \frac{T}{8} \times \frac{D}{8}}$. Then the 2-d statistics pooling layer calculates mean and standard deviation (std) statistics over the joint axis of time and frequency, generating the utterance-level representation of $2C$ dimension. Last, the feed-forward network transforms the utterance-level representation to the output with $N_{spk}$ units. Each unit in the output layer indicates a registered speaker identity, and $N_{spk}$ is the number of registered speakers in the library. Detailed configuration of model parameters and output size in each layer are reported in Table 2. We select ResNet34 as the front-end, with channel widths set to $\{32, 64, 128, 256\}$.

3.2. Additional Corpora for Training

We employ the Voxceleb [30] corpus for system pre-training, which includes 7323 speakers in total. Audios are resampled to 8k sample rate. First, the Deep ResNet vector model is pre-trained with Voxceleb audios. Then we freeze parameters of the ResNet front-end and take FS02 Train Set to adapt the model. Note that dimension of the output layer also reduces from 7323 to 218 in the model adaptation stage, where 218 is the number of speakers in FS02 Train Set.

4. Experiments

4.1. SAD

4.1.1. Metrics

The Detection Cost Function (DCF) is reported for the SAD task [31]. It sums up the false negative rate (fnr) and the false positive rate (fpr) by weights of 0.75 and 0.25:

$$DCF = 0.75 \times fnr + 0.25 \times fpr.$$ Short collars of 0.5s on ground-truth speech boundaries are not evaluated.

4.1.2. System Configuration

Four SAD systems are carried out in experiments:

- LSTM model trained with FS02 Train Set. It is the same as the back-end of ResNet-LSTM. Input features are subsampled by a factor of 8 on the time axis.
- ResNet-LSTM model trained with FS02 Train Set.
- ResNet-LSTM model trained with the mixture of additional meeting data and FS02 Train Set.
- ResNet-LSTM model pre-trained by meeting data and adapted with FS02 Train Set.

Audios are truncated into segments of 30 seconds for training, and 64-dimensional fbanks are extracted with 25 ms length and 10 ms shift. The Binary Cross Entropy (BCE) loss function computes losses between output SAD scores and ground-truth binary labels. Every time when the system finishes one epoch of training.

FS02 Train/Dev/Eval Sets in SID sections are different from those in SAD sections.

---

Table 2: Model parameters and output size of Deep ResNet vector.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameters</th>
<th>Output size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>-</td>
<td>$T \times D$</td>
</tr>
<tr>
<td>ResNet</td>
<td>conv 3x3, 32</td>
<td>$32 \times T \times D$</td>
</tr>
<tr>
<td></td>
<td>conv 3x3, 32, 32</td>
<td>$3 \times 32 \times T \times D$</td>
</tr>
<tr>
<td></td>
<td>conv 3x3, 64, 64</td>
<td>$4 \times 64 \times D$</td>
</tr>
<tr>
<td></td>
<td>conv 3x3, 128, 128</td>
<td>$6 \times 128 \times D$</td>
</tr>
<tr>
<td></td>
<td>conv 3x3, 256, 256</td>
<td>$3 \times 256 \times D$</td>
</tr>
<tr>
<td>2-d Pooling</td>
<td>mean + std</td>
<td>512</td>
</tr>
<tr>
<td>Linear 1</td>
<td>256 x 128, dropout=0.5</td>
<td>128</td>
</tr>
<tr>
<td>Linear 2</td>
<td>128 x $N_{spk}$, with Softmax</td>
<td>$N_{spk}$</td>
</tr>
</tbody>
</table>
Two SID systems are carried out in experiments:

4.2.1. Metrics

The accuracy of the Top-5 system predictions is taken as the SID metric.

4.2.2. System Configuration

Two SID systems are carried out in experiments:

- Deep ResNet vector trained with FS02 Train Set.
- Deep ResNet vector pre-trained with Voxceleb and then adapted on FS02 Train Set.

64-dimensional fbank features are extracted, with the number of frames ranging from 200 to 400 randomly for training. The Cross Entropy (CE) loss and the SGD optimizer are employed, and the Dev loss is computed after each epoch. In the pre-training stage of the second system, the learning rate is set to 0.1, 0.01, 0.001, and switches at the 25th and 40th epoch. The pre-training process terminates after 50 epochs. As for training of the first system and model adaptation of the second system, the learning rate is initialized as 0.1 and decreases by a factor of 1/10 when the Dev loss does not improve for over 3 epochs. The training process terminates when the Dev loss gains no improvement for 10 epochs. For two-stage training where the system is pre-trained and then adapted, the same settings are applied in each stage. The checkpoint with the lowest Dev loss is selected and evaluated on FS02 Eval Set.

Systems are trained on the Pytorch deep learning framework. The hardware during the training process includes 2 GeForce GTX 1080ti GPU cards with 11 GB memory and 4 cores of Intel(R) Xeon(R) CPU E5-2630 v4.@ 2.20 GHz. For evaluation, a single CPU core is employed. The used disk storage is 3.6 GB, and the total available RAM is 8 GB.

4.2.3. Results

As demonstrated in Table 4, the Deep ResNet system trained with FS02 Train Set achieves a Top-5 Accuracy of 90.751% on the Eval Set. Moreover, with the pre-training process involved, the accuracy further improves to 92.393%. Both of our systems show superior performance to the official baseline developed by SincNet [32], and the second system takes the first place on the leaderboard.

The system execution time for the entire Eval Set is 44 minutes on a single CPU core, and the RTF is 0.077.

5. Conclusions

This paper presents the DKU systems for SAD and SID tasks in the FS02 competition. In sections of SAD, we compare the structure of LSTM and ResNet-LSTM, as well as different strategies of utilizing additional training corpora. The best-performing system achieves a DCF of 1.406% on the Eval Set. In sections of SID, we employ the Deep ResNet vector to predict speaker identity of input utterances. The pre-training process with out-of-domain corpora is also explored, which further increases the Top-5 accuracy from 90.751% to 92.393%. Our best-submitted systems rank in the 3rd place for the SAD task, as well as the 1st place for the SID task.
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