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Abstract

In this paper, we propose a multimodal association on a speaker verification system for fine-tuning using both voice and face. Inspired by neuroscientific findings, the proposed approach is to mimic the unimodal perception system benefits from the multisensory association of stimulus pairs. To verify this, we use the SRE18 evaluation protocol for experiments and use out-of-domain data, Voxceleb, for the proposed multimodal fine-tuning. Although the proposed approach relies on voice-face paired multimodal data during the training phase, the face is no more needed after training is done and only speech audio is used for the speaker verification system. In the experiments, we observed that the unimodal model, i.e. speaker verification model, benefits from the multimodal association of voice and face and generalized better than before by learning channel invariant speaker representation.

Index Terms: speaker verification, fine-tuning, multimodal, SRE18

1. Introduction

In recent years, deep neural network (DNN) based speaker embeddings have become the state-of-the-art approach for the task of speaker verification. Various DNN architectures and loss functions have dramatically boosted system performance. Traditionally, the series of Speaker Recognition Evaluations (SRE) hosted by the National Institute of Standards and Technology (NIST) enable researchers to benchmark their system easily by providing appropriate dataset and metrics. While NIST consistently provided an 8kHz telephony speech as the basic audio format, the channel domain mismatch problem was the main issue for recent evaluations and many participants tried to solve the problem by proposing an domain adaptation or compensation algorithm. Unfortunately, the SRE dataset was only available to researchers who fully participated in the event and it was difficult to access or be investigated by new researchers.

Independently, the Voxceleb [1, 2] dataset was recently released based on the excellent performance of face recognition technology. This publicly available dataset accelerated investigation on speaker verification by allowing anyone who wanted to study speaker verification technology. Unfortunately the dataset contained artifacts due to the nature of the recordings. Voxceleb was collected only from celebrities to avoid violating individual privacy rights. However, celebrities could be categorized by their specialty, which tended to have a strong correspondence with the visual and auditory background. For example, sports athletes appeared in crowded and noisy environments while newscasters were generally found in a relatively calm studio with high-quality audio. This recording domain artifact enabled DNN-based speaker verification embeddings to easily overfit on the training data, since they would learn the background recording information to verify someone’s voice.

Both channel domain mismatch and recording domain mismatch can be regarded as overfitting issues for DNN-based speaker verification. To address the problem, many studies report effective algorithms that actively use the channel domain label by categorizing the channel or by adversarially training the DNN model to prevent the utilization of information from the channel.

In this paper we propose a new approach to prevent overfitting and to generalize the DNN model to make the speaker verification system operate well on the target domain. The main concept of the proposed approach is the fine-tuning of the DNN model. Fine-tuning generally uses the data of the target domain to be applied, and it is very easy to fall into the overfitting problem. However, we propose a method for fine-tuning by using the data of completely different domains, even from different modalities, without using the data of the target domain. This approach was motivated by the observation of a neuroscience study that unimodal perception benefits from the multisensory association of ecologically valid and sensory redundant stimulus pairs [3]. Note that this approach is investigated for speech-based speaker verification combined with another modality, such as visual facial information.

2. Related work

In this section, we describe the relevant studies related to the problem we will address and also describe the fine-tuning techniques for the speaker verification system that we will use.

2.1. Channel domain mismatched condition

A channel domain mismatched condition occurs when the channel domain of the training data is not matched with the target (i.e. test) domain. For example, if the system was trained using only speech data collected from YouTube, it does not guarantee that the system will operate the same when the speech came from different sources like telephone or interview recordings, even if they have the same audio file specification format. It can be also said a system is overfit on YouTube. This situation tends to arise due to a lack of various data from different channels. For an i-vector-based speaker verification system, a solution can be achieved if the source domain data has a channel label [4, 5, 6] or a small set of target domain data is available [7, 8, 9, 10, 11, 12, 13]. For DNN-based speaker embedding speaker verification, combining multiple losses for training with an additional label of noise or condition is also popular [14, 15, 16, 17, 18, 19, 20].

2.2. Recording domain matched condition

The recording domain matched condition is a relatively new issue to be investigated because celebrity voices were not generally used to train a speaker verification system. As mentioned
in the previous section, celebrities have a high correlation with the recording environment of their respective discipline. Recent studies show that if we utilize self-supervision of the dataset to provide information to the network whether two speech segments came from the same recording or a different recording, the network can generate channel invariant speaker embeddings by removing recording or background environment information that has a high correlation with individual celebrities [21, 22]. While these studies succeeded to encourage networks not to incorporate recording domain information by combining adversarial loss with existing cross-entropy loss, they failed to show it also operates well on the channel domain mismatches condition such as telephony channel.

### 2.3. Fine-tuning for speaker verification

Fine-tuning of the DNN model can be done to a pre-trained model that is trained for the same or different tasks. If the dataset for fine-tuning has no variability on the channel domain and only contains target domain data, then the system will end up with an over-fit model. At the same time, this over-fit model would also guarantee the reasonable performance on the target domain [23]. For fine-tuning speaker verification systems, many different approaches have been presented such as using different losses compared to the pre-trained model, adding an additional layer, and updating part or all of the layers [1, 2, 24, 25, 26]. Not surprisingly, all these methods are using the matched target domain data for fine-tuning.

### 3. Multimodal fine-tuning on speaker verification system

The main idea of the proposed approach is fine-tuning of the pre-trained model to improve the performance for the task of speaker verification. However, if we use the target domain data for fine-tuning, the model cannot be free from over-fitting. Thus, we use a multimodal dataset collected from a completely different domain for fine-tuning. Here, we assume that the fine-tuned DNN model generalizes well if the model performs better on the target domain using the fine-tuning data collected from another domain rather than the target domain.

#### 3.1. Motivation

Our approach is motivated by a neuroscience study about implicit multisensory associations of the human perception system [3]. In the study, it was observed that unimodal perception benefits from the multisensory association of ecologically valid and sensory redundant stimulus pairs. In particular, the study showed that human participants became better on a speaker verification task after exposure to a paired face which, the authors claim, induces a multisensory association. To mimic this effect, we will use a YouTube video dataset that has a large amount of voice and face pairs for fine-tuning of a telephony channel speaker verification system. Note that the telephony channel domain rises in a significantly different acoustic channel compared to YouTube videos and this channel mismatched condition causes a large performance gap. However, even if the multimodal dataset is out-of-domain to the target, we hypothesized that the association of the face and voice would make a positive impact on the unimodal system, i.e., speaker verification model, as was found in the neuroscience study. We observed a similar effect for multimodal person verification when one of the modalities is incomplete from a previous study [27].

#### 3.2. Unimodal models

To verify the proposed approach, we need two pre-trained models, a speaker verification model, and a face recognition model. The two models have a similar DNN architecture. Once they have speech audio or a facial image as input, convolutional neural network (CNN) layers produce a 3 dimensional output representation. This representation can be concatenated or averaged to feed into a fully connected layer. The loss function is applied after the fully connected layer. The loss can be cross-entropy loss with softmax, triplet loss, or contrastive loss using speaker or face identity labels. A noticeable difference between the two models is that the audio has variable length while the face image size is fixed. Thus, the concatenation type of pooling cannot be used to aggregate the CNN layer output for the speaker verification model.

#### 3.3. Multimodal fine-tuning

Based on the unimodal models, we added a few additional layers on top of the models for fusion. This allows the new additional layer to learn identity information for each modality by associating the multimodal inputs. The high-level framework is shown in Figure 1. We didn’t consider updating pre-trained unimodal models to prevent catastrophic forgetting about telephony speech. For fusion, we used the weighted sum of the two embeddings ($\tilde{e}_s$ and $\tilde{e}_f$). This is the same approach in our previous study [27]. The weight is calculated by the attention layer. Contrastive loss was used for fine-tuning.

Although we were motivated by the neuroscience study, we still want to understand how the other modality, i.e., face image,
affects the unimodal models. For simplicity, suppose the fusion is score level fusion which is sum of the distance of each embeddings. Then the output of fusion is $D = ||\mathbf{e}_{s,i}, \mathbf{e}_{f,i}||_2 + ||\mathbf{e}_{f,i}, \mathbf{e}_{f,i}||_2$ where $|| \cdot ||_2$ denotes the l2 norm of a vector, $(\mathbf{e}_{s,i}, \mathbf{e}_{f,i})$ and $(\mathbf{e}_{f,i}, \mathbf{e}_{f,i})$ are the pairs of training speech and face data, respectively. $Y_1 \in \{0, 1\}$ and $Y_1 = 0$ for the same identity, i.e. same person, and $Y_1 = 1$ for the different identity. Let $W_j^{(j,k)}$ be the j-th row and k-th column element of the fully connected layer weight parameter matrix $W_s \in \mathbb{R}^{h \times d}$ for speaker embedding. By the chain rule, the gradient of the contrastive loss function $L$ is given by

$$\frac{\partial L}{\partial W_j^{(j,k)}} = \frac{\partial L}{\partial D} \frac{\partial D}{\partial W_j^{(j,k)}}$$

(1)

where the contrastive loss function $L = (1 - Y_1) \frac{1}{2} (D)^2 + (Y_1) \frac{1}{2} \{max(0, m - D)\}$ and m is the margin. Suppose $Y_1 = 0$, then the partial derivative $\frac{\partial D}{\partial W_j^{(j,k)}} = D$ and Equation (1) is as,

$$\frac{\partial L}{\partial W_j^{(j,k)}} = D \frac{\partial D}{\partial W_j^{(j,k)}} = \{||\mathbf{e}_{s,i}, \mathbf{e}_{f,i}||_2 + ||\mathbf{e}_{f,i}, \mathbf{e}_{f,i}||_2\} \frac{\partial D}{\partial W_j^{(j,k)}}$$

(2)

As shown in the equation, the partial derivative is divided into two parts from each distance. Consequently, the speech side weight parameter $W_j^{(j,k)}$ is updated by not only audio but also by visual input. In this way, we expect that the network could learn exclusive information from another modality and the model would generalize better by exposing the multimodal association.

A similar study was done on multimodal learning using a deep autoencoder [28]. They proposed a shared representation that can be used for both audio and video construction. However, the study was mainly focused on learning the explicit relationship between lip and speech at the frame level for better video-only feature representation. Thus, it is difficult to verify the benefit of the implicit multisensory association from their study.

4. Experiments

4.1. Evaluation condition

NIST regularly conducts SRE events to evaluate the state-of-the-art of speaker verification technology. Prior to 2018, NIST mainly considered telephone conversational speech for evaluation tasks. In 2018 (SRE18), NIST included a new condition using speech from amateur internet videos to cover speech from various recording channels. In this study, we only evaluate the performance of the speaker verification system on telephone conversational speech, i.e. Call My Network 2 (CMN2). For the channel mismatched condition, we will use speech from the amateur internet videos, i.e. YouTube, as a training dataset for the proposed multimodal fine-tuning approach. The CMN2 dataset consists of development and evaluation sets. We used the CMN2 development set as a validation set for DNN training. The CMN2 evaluation set was not used for any kind of training of parameters or hyper-parameters in the speaker verification system. Performance measurement was done using Equal Error Rate (EER) and minimum detection cost function ($C_{min}$) that was defined for SRE18.

4.2. Training details

An x-vector system [29] was used for the speaker verification model. A total of 359,463 utterances from 11,900 speakers from SRE 04,05,06,08,10, Mixer-6, voxceleb1 and 2 development sets, and switchboard dataset were used for training. For the Voxceleb 1 and 2 datasets, utterances from the same audio file were concatenated into a single wav file. Augmentation using the MUSAN [30] noise dataset was also done on the training set and randomly selected 150k utterances. Utterances shorter than 5 seconds after Voice Activity Detection (VAD) were removed. Utterances from speakers that have fewer than 8 utterances were also filtered out from the training. We used 8KHz audio as input, and any audio with a sampling rate higher than 8kHz was downsampled to 8kHz.

We extracted 23 dimensions MFCC from 8kHz audio and a simple energy-based VAD was applied to remove silence. We used two different x-vector architectures from the previous study [31]. The first one is a TDNN model as implemented in the Kaldi [32] egs/SRE16 Recipe. The other one is an E-TDNN architecture which has a slightly wider temporal context of the TDNN and interleaving dense layers in between the convolutional layers. This architecture has been found to greatly outperform the baseline TDNN model on the SRE18 benchmark [31]. For the backend processing after x-vector extraction, we use LDA and PLDA as the general procedure for the x-vector system [29]. We summarized the dataset used for the training of the x-vector system as shown in Table 1.

Table 1: Dataset usage for experimentation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Channel domain</th>
<th>System</th>
<th>EER (%)</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-vector Training (NN)</td>
<td>Telephone, microphone</td>
<td>Voxceleb1 &amp; 2</td>
<td>4.55</td>
<td>6.64</td>
<td>7.44</td>
</tr>
<tr>
<td>SRE-04,05,06,08,10</td>
<td></td>
<td>JHU-MIT</td>
<td>7.63</td>
<td>6.44</td>
<td>7.44</td>
</tr>
<tr>
<td>MUSAN</td>
<td></td>
<td>NEC-TT [36] (single best)</td>
<td>6.03</td>
<td>6.20</td>
<td>6.05</td>
</tr>
<tr>
<td>Training(LDA,PLDA)</td>
<td>Telephone, microphone</td>
<td>UTD-CRSS [33] (single best)</td>
<td>7.20</td>
<td>8.63</td>
<td>7.63</td>
</tr>
<tr>
<td>Speech</td>
<td>Telephone, microphone</td>
<td>WVAFAI [24] (fusion)</td>
<td>6.03</td>
<td>6.20</td>
<td>6.05</td>
</tr>
<tr>
<td>Multimodal Fine-tuning</td>
<td>Telephone, microphone</td>
<td>JHU-MIT [31] (single best)</td>
<td>4.55</td>
<td>4.95</td>
<td>4.95</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Telephone, microphone</td>
<td>JHU-MIT [31] (single best)</td>
<td>4.55</td>
<td>4.95</td>
<td>4.95</td>
</tr>
<tr>
<td></td>
<td>Telephone, microphone</td>
<td>JHU-MIT [31] (single best)</td>
<td>4.55</td>
<td>4.95</td>
<td>4.95</td>
</tr>
</tbody>
</table>

Table 2: SRE18 evaluation on CMN2 condition.
For face recognition, we used the FaceNet [37] model pre-trained on VGGFace-2 dataset. Since the provided face region annotations in the VoxCeleb datasets are coarse, we re-align and crop faces by the face and landmark detectors in Dlib.

For the proposed multimodal fine-tuning, we use the same framework in Figure 1(a). For the fusion, we followed the same network that was proposed in our previous study [27]. Both speaker embedding and face embeddings were extracted in 512 dimensions using the speaker verification and face recognition models. For speaker embeddings, we used the entire utterance as input while the face embedding was extracted from the face models. For speaker embeddings, we used the entire utterance as input while the face embedding was extracted from the face in the first frame of each video. Both embeddings were L2-normalized before being fed into the fusion network. We used the Voxceleb 2 development set for training the fusion network. After training was done, the face recognition module was removed and two types of embeddings, \( \hat{e}_s \) and \( z \), could be extracted from the network as shown in Figure 1(b). The first embedding can be extracted only using speech input. The second embedding can be extracted using speech input with the special token as defined in our previous study [27] such as zero embedding (\( \hat{e}_o \)), random embedding (\( \hat{e}_{\text{rand}} \)) and mean face embedding (\( \hat{e}_{\text{mean}} \)). We generated \( e_{\text{rand}} \) drawn from a standard normal distribution and \( e_{\text{mean}} \) by averaging all face embeddings in the Voxceleb 2 data. These trivial embeddings were originally defined to mimic the special situation when one modality is missing. However, we found that they still help to generate a reasonable multimodal embedding \( z \).

For comparison, we also fine-tuned the model using only speech by adding a layer on top of the speaker verification model as shown in Figure 1(c). We used contrastive loss to train and followed the same hard negative mining approach as used in [1]. We tested this approach using telephone speech from the SRE04-10 data sets.

### 4.3. Experimental results

Table 3 (a) and (b) shows the experimental results based on the TDNN and E-TDNN x-vector models, respectively. We observed that the fine-tuning approach using only speech did not produce a substantial gain compared to the baseline x-vector system. This fine-tuning approach is usually applied to an end-to-end system that uses the cosine similarity measurement as a scoring backend between the two embeddings [1, 2]. We speculate that this approach shows a benefit in limited circumstances and has no advantage for systems that use PLDA as a backend, so many successful studies related to SRE18 do not use this type of fine-tuning method. However, the proposed multimodal fine-tuning approach showed a significant improvement in the EER and \( C_{\text{mis}} \) measurements. We observed that the proposed approach shows a consistent performance improvement on the two different x-vector systems based on the TDNN and E-TDNN. While the proposed approach can generate several variants of the embedding such as \( \hat{e}_s \) and \( z \), it was observed that the \( \hat{e}_s \) shows the best performance among them. Based on this observation, we verified that the fusion network could associate the multisensory data and make the unimodal system network perform better on the verification task.

One limitation of this study is that we did not check to see if the face recognition model could also derive a benefit from the speaker verification model. In general, face recognition gives a more robust embedding than the speaker verification model, so we can expect the gradient by face in Equation (2) could act as the momentum of the stochastic gradient descent optimization. However, it is doubtful that the speaker verification model could also influence the face recognition model positively since the speaker embedding is not that robust compared to face embedding.

Another limitation of this study is that we did not evaluate the proposed approach on various channel conditions other than the telephony recording channel. This limitation originally is due to the lack of data to researchers for various evaluations. Note that even SRE data is only accessible by participants who have complete the evaluation event.

### 5. Conclusion

Motivated from a recent neuroscience study about multimodal association in humans, we proposed a multimodal fine-tuning approach for a speaker verification system inspired by human perception. The proposed approach mainly focused on the extraction of a robust and channel-invariant speaker embedding by preventing training dataset channel overfitting. Through an appropriate experimental design, we observed the multimodal association of ecologically valid and sensory redundant stimulus pairs can affect the unimodal perception network, i.e. speaker verification model. The proposed approach is based on fine-tuning of the pre-trained model, so it can be applied to many other methods previously introduced in other studies. Aside from the robust performance on the SRE18 benchmark, it can be potentially applied to many different domains since the proposed approach does not rely on the target domain channel characteristic. We believe further investigation is warranted for this approach since the multimodal association is not an explicit association between speech and visual features such as lip motion, but an implicit association between utterance level speech and face image. It would be also interesting to investigate the effect of speech on the face recognition.

<table>
<thead>
<tr>
<th>System</th>
<th>Development EER(%)</th>
<th>Development ( C_{\text{mis}} )</th>
<th>Evaluation EER(%)</th>
<th>Evaluation ( C_{\text{mis}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-vector (TDNN, ( e_s ))</td>
<td>6.64</td>
<td>0.453</td>
<td>7.44</td>
<td>0.513</td>
</tr>
<tr>
<td>Fine-tuning (SRE-Telephone)</td>
<td>6.52</td>
<td>0.431</td>
<td>7.36</td>
<td>0.502</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( e_s ))</td>
<td>6.18</td>
<td>0.403</td>
<td>6.97</td>
<td>0.489</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( z ) with ( e_{\text{rand}} ))</td>
<td>6.35</td>
<td>0.418</td>
<td>7.13</td>
<td>0.501</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( z ) with ( e_{\text{train}} ))</td>
<td>6.40</td>
<td>0.425</td>
<td>7.21</td>
<td>0.503</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( z ) with ( e_{\text{test}} ))</td>
<td>6.48</td>
<td>0.430</td>
<td>7.17</td>
<td>0.499</td>
</tr>
</tbody>
</table>

(a) Based on the TDNN x-vector

<table>
<thead>
<tr>
<th>System</th>
<th>Development EER(%)</th>
<th>Development ( C_{\text{mis}} )</th>
<th>Evaluation EER(%)</th>
<th>Evaluation ( C_{\text{mis}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-vector (E-TDNN, ( e_s ))</td>
<td>5.80</td>
<td>0.377</td>
<td>6.57</td>
<td>0.470</td>
</tr>
<tr>
<td>Fine-tuning (SRE-Telephone)</td>
<td>5.81</td>
<td>0.375</td>
<td>6.39</td>
<td>0.471</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( e_s ))</td>
<td>5.35</td>
<td>0.347</td>
<td>6.35</td>
<td>0.430</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( z ) with ( e_{\text{rand}} ))</td>
<td>5.69</td>
<td>0.359</td>
<td>6.32</td>
<td>0.444</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( z ) with ( e_{\text{train}} ))</td>
<td>5.78</td>
<td>0.351</td>
<td>6.43</td>
<td>0.441</td>
</tr>
<tr>
<td>Multimodal fine-tuning (( z ) with ( e_{\text{test}} ))</td>
<td>5.84</td>
<td>0.373</td>
<td>6.60</td>
<td>0.448</td>
</tr>
</tbody>
</table>

(b) Based on the E-TDNN x-vector

Table 3: Performance on SRE18 CMN2 condition
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