Data Augmentation for Code-switch Language Modeling by Fusing Multiple Text Generation Methods
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Abstract

To deal with the problem of data scarce in training language model (LM) for code-switching (CS) speech recognition, we proposed an approach to obtain augmentation texts from three different viewpoints. The first one is to enhance monolingual LM by selecting corresponding sentences for existing conversational corpora; The second one is based on replacements using syntactic constraint for a monolingual Chinese corpus, with the help of an aligned word list obtained from a pseudo-parallel corpus, and part-of-speech (POS) of words; The third one is to use text generation based on a pointer-generator network with copy mechanism, using a real CS text data for training. All sentences from these approaches show improvement for CS LMs, and they are finally fused into an LM for CS ASR tasks.

Evaluations on LMs built by the above augmented data were conducted on two Mandarin-English CS speech sets DTANG and SEAME. The perplexities were greatly reduced with all kinds of augmented texts, and speech recognition performances were steadily improved. The mixed word error rate (MER) of DTANG and SEAME evaluation dataset got relative reduction by 9.10% and 29.73%, respectively.

Index Terms: code-switching, synthetic sentence, language model, speech recognition, pointer-generator network.

1. Introduction

With the rise of globalization, CS speech, which is defined as more than one language are contained inside an utterance, is becoming a common phenomenon in current societies, in particular in multilingual communities. The basic characteristic of CS speech is that speakers often embed words and phrases of a non-native language into the syntax of a native language in their conversations. Because of this characteristic, CS speech recognition is much more difficult than monolingual speech recognition. One of the reasons for that is the problem of training data scarce for both the acoustic model (AM) and the language model. In this study, we focus on the aspect of LM.

Here, we define the native language as the matrix language, while the non-native language as the embedded language. Different from in a monolingual language, there are following additional problems to be solved in CS LMs: (1) predicting words from both languages, (2) knowing when to pick words from each language, and (3) knowing when to code-switch of languages. The synthetic data have been verified useful for improving CS language modeling from the viewpoints of theory [1]. There are already theory researches leading the way for CS language modeling in automatic speech recognition (ASR) and natural language processing (NLP) systems, such as Equivalence Constraint (EC) theory [2][3][4], Functional Head Constraint (FHC) theory [5][6], and Matrix Language Frame (MLF) theory [7][8]. The synthetic CS sentences obtained by using these theories were all found indeed to be able to improve the perplexity of the trained LM over baseline models which were built by using only monolingual and real CS texts, the word error rate (WER) of related ASR systems were also reduced considerably.

Recent years, the neural network (NN) technologies demonstrate their strengths in the field of text generation, and have been actively applied to the domains of CS text processing [9][10][11][12]. For example, in [12], a seq-to-seq pointer network model with a copy mechanism was proposed to generate CS text by leveraging parallel monolingual translations from a limited source of CS sentences. The model learns how to combine words from parallel sentences and identifies when to switch one language to the other. Moreover, it captures CS constraints by attending and aligning the word inputs, without requiring any external knowledge. Based on their experiments, the LM trained by the generated sentences achieved the state-of-the-art performances.

Although these studies examined the generation methods of CS synthetic text from different angles and achieved good findings for language modeling, they mainly focused on a particular perspective to investigate the effect of an approach, either linguistic constraints or NN-based generation, few of them looked at the combination of them. As the results, the robustness of the LM built by them is poor, and the recognition performance of the ASR systems often gets worse even the PPLs of their LMs are decreased. On the other hand, these methods have strong dependencies on data and the performance variations of such LMs are large with different data sets.

In this study, we explored CS data augmentations from several perspectives, including monolingual sentences, syntactic constraints-based and NN-based sentence generation. The contributions of this paper are as follows: (1) emphasizing monolingual sentences to broaden the coverage of each language; (2) combining syntactic constraints-based approach method to enhance CS sentences in generality. (3) fusing NN-based generation method to enhance CS sentences in particularity.

2. System description

2.1. LM and synthetic sentences

The configuration of our CS LM system, together with data sources used for it, is shown in Figure 1. In this system, there are a baseline LM [13] (baselm¹), 4 sub-LMs respectively trained by data sets D mono (a transcript of a CS speech training data), D mono (a monolingual sentence set), D POGEN (a synthetic sentence set obtained from a syntactic constraints-based generation), and D text (a synthetic sentence set obtained from a pointer-generator network-based generation).

2.2. LM construction

In this study, n-gram LMs (n=3) were used for ASR tasks, and they were constructed by using the SRILM Toolkit[14]. With the baselm and the augmented texts, the LM for decoding was built with Equation (1).

\[
LM = \lambda_1 LM_{base} + \lambda_2 LM_{mono} + \lambda_3 LM_{POS} + \lambda_4 LM_{pntn}
\]

where \(LM_{base} = (1 - \lambda_{trns})baselm + \lambda_{trns}LM_{trns}\), and \(\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 = 1.0\). Here, the \(LM_{trns}\) is the LM trained by a transcript of CS speech. The \(LM_{mono}\) is the LM trained by a selected monolingual sentence set. \(LM_{POS}\) is the LM trained by using synthetic sentences from a syntactic constraints-based generation, and \(LM_{pntn}\) is the LM trained by the synthetic sentences from a pointer-generator network-based generation. The weight values \(\lambda\) were obtained by tuning perplexity of the LM with respect to a development set.

3. Sentence generation procedures

3.1. \(D_{mono}\) - selections of monolingual sentence

Compared with CS text, monolingual texts are abundantly available. Due to this reason, how to utilize monolingual data in C-S modelings attract a lot of interests [15][16][17]. In [17], a variety of training schemes were explored and verified the effectiveness of training with large amounts of monolingual data followed by fine-tuning with small amounts of CS data. These facts revealed that monolingual data plays an important role in the CS language modelings. From the global points of view, monolingual data have abilities to improve predicting words within a language so that it can enhance the coverage and robustness of LM for that individual language.

Since CS phenomenon mainly happens in daily conversations, we accordingly selected monolingual sentences \(D_{mono}\) from an existing text corpus in which domain was daily conversation. In this study, 20G of monolingual Chinese texts (148.3M sentences) and 8G English texts (93M sentences) were selected.

3.2. \(D_{POS}\) - generation using syntactic constraints

The sentence \(D_{POS}\) Set was generated by the workflow shown in the Figure 2. The inputs of the whole procedure was a Chinese monolingual sentence set in the domain of daily conversation. With the help of a neural machine translation (NMT) system[18], the input sentence set was converted into a Chinese-English pseudo-parallel sentence set. Then, taking the pseud-parallel sentence set as a target, CS synthetic sentences were obtained by performing the following steps.

- Word segmentation and POS tagging for both Chinese and English sentences using methods in [19] and [20];
- Using the EM algorithm to find alignment nodes, adding bidirectional alignment nodes to the alignment matrix;
- Using the operations of intersection and union, getting all word alignment list (word-pair);
- Based on syntactic constraints as did in [21], selecting tags of verb, noun, pronoun, adjective, and adverb as target POS set;
- For a tagged Chinese sentence, some words that belongs to the above target POS set were randomly substituted with their aligned English counterparts, forming a fixed number of CS sentences.
- Repeating the above processing for all sentences in the input corpus.

In this procedure, the synthetic sentences were obtained by substituting words or phrases in sentences of the matrix language (Chinese) with their aligned counterparts of the embedded language (English). Since the substitution was among the aligned words, it did not alter the syntactic and semantic integrity of the sentence. We chose phrases and words with different POS tags evenly and limited the proportion of replacements within 20% of a whole sentence.

In this study, we used a mono Chinese conversational sentence set containing 48.3M sentences (3.9G in size) as the source data, and finally obtained an CS sentence set of 155.5M sentences (20G in size) by using the above procedures.

3.3. \(D_{pnt}\) - generation using pointer-generator network

3.3.1. Characteristics of pointer-generator network

In order to fix the problem of unnatural sentences appeared in the syntactic constraints-based method, the pointer-generator network[22] based generation was supposed to be a reasonable solution. The pointer-generator network is a variation of the sequence-to-sequence model with attention. Instead of translating one sequence into another, it yields a succession of pointers to the elements of the input series. It uses attention as a pointer to select a member of the input sequence as the output, that is to copy words from the input to the output using an attention mechanism and generate the output sequence using its decoder.
In the decoding step, word generation probability $P_{\text{gen}}[0,1]$ is calculated by summing weights on word distributions and attention distributions. It can either copy words through pointers or generate words from a predefined vocabulary.

In text generation, the pointer-generator network has been verified superior to other methods, including the seq2seq model with attention, linguistic constraint-based methods [12][21]. Different from the $D_{\text{POS}}$, the sentences $D_{\text{gen}}$ generated by the pointer-generator network have high naturalness and similar expression styles as the input sentences. So, such kinds of generated sentences are regarded as suitable to be used as in-domain data, and generally applied as an extension of real data.

3.3.2. Training pointer-generator network

The pointer-generator network was trained by a concatenated sequence of parallel sentences, constrained by code-switching texts. The attention mechanism helped the decoder to generate meaningful and grammatical sentences.

To obtain training data in the form of (parallel sentence, CS sentence) for training the pointer-generator network, we selected a Mandarin-English CS text set DTANG (8.5M, including training and dev sets) as the source data. With the help of a neural machine translation (NMT) system [18], the source data set was converted into a Chinese-English pseudo-parallel sentence set. In this study, we selected 3-best of the decoding results as output, and finally obtained 26M (in size) generated sentences.

4. Experiments

4.1. Corpora

One CS speech corpus, referred as DTANG, was provided by the ASRU 2019 Code-Switching Challenge [13][23], its contents were shown in Table 1. The AM for experiments was trained by using its training speech data sets that included 200 hours of CS speech, 500 hours of monolingual Mandarin speech, and 200 hours of monolingual English speech. To verify the effect and robustness of our proposed method, we also used another popular CS corpus SEAME for evaluations [24][25].

Besides CS corpora, the other text sets were also used as shown in Table 2. Three types of sentences were selected from our existing monolingual text corpora including English and Chinese, and DTANG’s Chinese-English CS texts originated from its speech transcripts. As for the data source, these data can be divided into speech transcripts and self-collected texts.

The domains of these data were all in daily conversations. The data briefs are shown in Table 2.

4.1.1. CS Data statistics and analyses

Figure 3 shows the Chinese character’s occurrence distributions in the CS data sets of DTANG and SEAME. Although the Chinese takes the majority of a sentence in both sets, its concentration degrees in two sets are clearly different. The curve of the SEAME is relatively flat, that means no big difference among all percentage interval. On the other hand, the curve of the DTANG is obviously concentrated in the left half, where the occupied percent is larger than 50%, of which, the largest one is the interval containing over 80% Chinese characters.

Such phenomenon can be attributed to the fact that they were collected from different places, the DTANG was built in mainland China, and the SEAME was built in Singapore. This reveals a fact that a place with stronger multilingual atmosphere prefers language mixtures. In DTANG, word embeddings are preferred, while in SEAME relatively long phrases are often embedded.

4.2. Performance measures

Two performance measures, perplexity (PPL) and mixed error rate (MER) were used for LM evaluations. During the calculation of MER, each single Chinese character was regarded as an unit, while an English word was regarded as an unit.

4.3. Other NN-based generation methods for comparisons

We also compared the pointer-generator network with the other two NN-based generation methods including transformer-based [18] and BERT-based [26] models. These CS text generation methods were realized by applying the neural network as a masked language model to predict the mixed-in embedded words [11], taking the real CS texts as training data.

4.4. Experimental results

Table 3 shows experimental results with respect to different LMs. These LMs were trained by using different synthetic sen-
Table 3: Performance (PPL and MER) changes with training data

<table>
<thead>
<tr>
<th>ID</th>
<th>Model (+training data)</th>
<th>+Size</th>
<th>DTANG Dev.</th>
<th>DTANG Eval</th>
<th>SEAME Eval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PPL</td>
<td>MER</td>
<td>PPL</td>
</tr>
<tr>
<td>$B_0$</td>
<td>baselm</td>
<td>7.7M</td>
<td>1198.00</td>
<td>6.58</td>
<td>947.85</td>
</tr>
<tr>
<td>$B_1$</td>
<td>$B_0$ + TRN&lt;sub&gt;DTANG&lt;/sub&gt;</td>
<td></td>
<td>374.12</td>
<td>635.69</td>
<td>64.63</td>
</tr>
<tr>
<td>$B_{1m}$</td>
<td>$B_1$ + mono</td>
<td>1G</td>
<td>6.09</td>
<td>91.74</td>
<td>641.32</td>
</tr>
<tr>
<td>$B_{1p}$</td>
<td>$B_1$ + POS</td>
<td>1G</td>
<td>477.25</td>
<td>57.36</td>
<td>641.32</td>
</tr>
<tr>
<td>$B_{1B}$</td>
<td>$B_1$ + BERT</td>
<td>400M</td>
<td>620.39</td>
<td>635.69</td>
<td>680.08</td>
</tr>
<tr>
<td>$B_{1T}$</td>
<td>$B_1$ + Transformer</td>
<td>400M</td>
<td>620.39</td>
<td>635.69</td>
<td>680.08</td>
</tr>
<tr>
<td>$B_{1N}$</td>
<td>$B_1$ + PointNet</td>
<td>26M</td>
<td>620.39</td>
<td>635.69</td>
<td>680.08</td>
</tr>
<tr>
<td>$B_{1m}$</td>
<td>$B_1$ + mono</td>
<td>28G</td>
<td>800.27</td>
<td>6.50</td>
<td>834.57</td>
</tr>
<tr>
<td>$B_{1p}$</td>
<td>$B_1$ + POS</td>
<td>12G</td>
<td>641.32</td>
<td>6.17</td>
<td>680.08</td>
</tr>
<tr>
<td>$B_{1B}$</td>
<td>$B_1$ + BERT</td>
<td>400M</td>
<td>620.39</td>
<td>6.50</td>
<td>834.57</td>
</tr>
<tr>
<td>$B_{1T}$</td>
<td>$B_1$ + Transformer</td>
<td>400M</td>
<td>620.39</td>
<td>6.50</td>
<td>834.57</td>
</tr>
<tr>
<td>$B_{1N}$</td>
<td>$B_1$ + PointNet</td>
<td>26M</td>
<td>620.39</td>
<td>6.50</td>
<td>834.57</td>
</tr>
<tr>
<td>$B_{1m}$</td>
<td>$B_1$ + mono</td>
<td>1G</td>
<td>536.53</td>
<td>5.84</td>
<td>606.82</td>
</tr>
<tr>
<td>$B_{1p}$</td>
<td>$B_1$ + POS</td>
<td>1G</td>
<td>119.35</td>
<td>2.96</td>
<td>550.51</td>
</tr>
<tr>
<td>$B_{1B}$</td>
<td>$B_1$ + BERT</td>
<td>400M</td>
<td>124.57</td>
<td>3.83</td>
<td>477.25</td>
</tr>
<tr>
<td>$B_{1T}$</td>
<td>$B_1$ + Transformer</td>
<td>400M</td>
<td>122.78</td>
<td>3.82</td>
<td>490.48</td>
</tr>
<tr>
<td>$B_{1N}$</td>
<td>$B_1$ + PointNet</td>
<td>26M</td>
<td>109.32</td>
<td>2.71</td>
<td>467.00</td>
</tr>
</tbody>
</table>

5. Discussions

Through our experiments and analyses, we have some clear findings on following points.

**Fusions of different sentence types**: for CS LMs, such fusions were demonstrated superior to individual sentence set;

**Monolingual sentences (mono)**: compared $B_{1m}$ with $B_1$, and $BMP$ with $B_{1p}$, the MER steadily decreased with the addition of monolingual sentences (mono) although PPL was increased in some cases. It can be explained that the monolingual sentences were selected from a conversational corpus in which domain was consistent with the CS speech, the prediction ability for each individual language was improved.

**Syntactic constraint-based generation (POS)**: compared $B_{1p}$ with $B_1$, and $BMP$ with $B_{1m}$, both PPL and MER were decreased with a large scale when sentence set POS was added. This addition was assumed to broaden the coverage of the CS sentences. Moreover, the improvement by it was found larger than by monolingual data mono;

**NN-based generation methods (BERT, Transformer, PointNet)**: it is noted that all the 3 NN-based sentence generation methods have shown to be effective for CS LMs. Of the 3 NN-based generation methods, the PointNet was the most effective. It can be assumed that generated sentences with its copy mechanisms have a strong similarity to the in-domain data.

**Data dependency**: the performances on data set SEAME were also improved with the above augmentation data, although it was not used for training. So, the problem of data dependency for CS LM was alleviated.

**Achievements in the ASRU 2019 CS speech recognition challenge**: in the track 2 of the challenge in which the participant’s LM was the object of evaluation, our system was ranked the fourth place [13]. However, this was the result based on different aspects, such as the robustness of monolingual language, the generality of CS sentence by syntactic constraints, and the particularity of an in-domain CS sentence. The fusion of these methods showed that they have strong complementarities.

We conducted evaluations of the LM in the contexts of C-S ASR experiments. Compared with a baseline LM, for the test set of DTANG, the PPL was reduced by relative 50.7%, the MER was decreased relatively 9.1% when our augmented sentences were used. For the test set of SEAME, which data were even not used for training, the PPL and MER were relatively reduced by 85.2% and 15.0%, respectively. Moreover, when the SEAME’s training transcripts were used for LM, the relative reductions were 94.2% and 29.7%, respectively.

**6. Conclusions**

In this study, we proposed a data augmentation approach based on multiple sentence generation methods for the CS language models. These generation methods were considered from different aspects, such as the robustness of monolingual language, the generality of CS sentence by syntactic constraints, and the particularity of an in-domain CS sentence. The fusion of these methods showed that they have strong complementarities.

7. Acknowledgements

We would like to thank Dr. Zhiping Zeng for providing us the SEAME test set. We also thank our colleagues of acoustic team to prepare acoustic models for experiments.
8. References


