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Abstract

In this paper, we propose an adversarial dictionary learning method to train a speaker independent speech dictionary and a universal noise dictionary for improving the generality of the dictionary learning based speech enhancement system. In the learning stage, two discriminators are employed separately to identify the components in speech and noise which are highly correlated with each other. The residuals in the speech and noise magnitude spectral matrices are then utilized to train the speech and noise dictionaries via the alternating direction method of multiplier algorithm, which can effectively reduce the mutual coherence between speech and noise. In the enhancement stage, a new optimization technique is proposed for enhancing the speech based on the low-rank decomposition and sparse coding. Experimental results show that our proposed method achieves better performance in improving the speech quality and intelligibility than the reference methods in terms of three objective performance evaluation measures.

Index Terms: speech enhancement, dictionary learning, adversarial training, sparse coding, low rank matrix decomposition

1. Introduction

With a pervasive use of mobile devices and smart home products, speech enhancement has become increasingly important as a front-end of speech recognition, which can produce high-quality speech signals for the backend under adverse environments. Conventional monaural speech enhancement methods such as the minimum mean-square error (MMSE) based log-spectral magnitude estimator (LogMMSE) \([1]\) balance a tradeoff between reducing the residual noise and speech distortion especially under the low signal-to-noise ratio (SNR) environment due to the interaction between the sophisticated statistical models of speech and noise. Moreover, these conventional speech enhancement approaches suffer from obvious performance degradation when the speech is contaminated by the non-stationary noise under the real-world adverse environments.

The generative dictionary learning (GDL) \([2]\) based speech enhancement method was proposed for noise reduction based on the sparse representation of the speech and noise magnitude spectra. Specifically, the K-singular value decomposition (K-SVD) algorithm \([3]\) is employed in the learning stage to train the speech and noise dictionaries respectively based on the speech and noise training datasets in the time-frequency domain. At the enhancement stage, the noisy speech is able to be sparsely represented by a composite dictionary which is constructed by concatenating the speech and noise dictionaries to produce the sparse coefficient matrices of speech and noise. The speech magnitude spectral matrix can be estimated through the product of the speech dictionary and its corresponding sparse coefficient matrix. Finally, the time-domain speech signals are synthesized by applying inverse Fourier transform (IFT) to the estimated speech spectrum. The enhancement performance of the GDL method relies on the coherence of the dictionaries to their corresponding signal classes and their mutual coherence to the other signal classes. The high mutual coherence results in obvious distortion to the speech quality, named source confusion\([2]\).

In this case, a modified coherence based dictionary learning (MCDL) method \([4]\) was proposed to introduce a post-processing step, named atom correlation, to the trained dictionaries from the GDL method so as to reduce source confusion. However, both the GDL and the MCDL are based on the noise-dependent case, i.e., different noise dictionaries are trained for different types of noise in the learning stage and the corresponding dictionary is chosen from a bunch of noise dictionaries for the enhancement stage. On the one hand, dictionary selection via the voice activity detection requires a large memory and results in time delay. On the other hand, these methods are faced with sharp performance degradation when dealing with unseen noise types.

In order to solve these problems, we propose to train a speaker-independent speech dictionary and a universal noise dictionary by utilizing an adversarial training scheme. Specifically, we employ two discriminators to remove the components from the speech and noise magnitude spectral matrices which are highly correlated with each other. The residuals are utilized for training corresponding dictionaries. In the enhancement stage, we propose a new optimization technique for recovering the speech from the mixture signal. All the optimization problems involved in the proposed speech enhancement method are addressed via the alternating direction method of multiplier (ADMM) algorithm \([5]\). Compared with the LogMMSE, GDL and MCDL algorithms, the proposed method has the robustness and generalization capability to varying background noise.

The rest of the paper is organized as follows: Section 2 gives a brief introduction to the ADMM algorithm for sparse coding and dictionary learning, which are the tools for our proposed method. Section 3 presents the details of the proposed method. Section 4 demonstrates the experimental results of the proposed method with comparison to three reference methods. Section 5 concludes the whole paper.

2. Related Work

2.1. Sparse coding

The ADMM algorithm was proposed in \([5]\) to solve the optimization problem of the following style,

$$\min_{x,y} f(x) + g(y) \quad \text{s.t.} \ Ax + By = c$$ \hspace{1cm} (1)

with variables \(x \in \mathbb{R}^n\) and \(y \in \mathbb{R}^p\), where \(A \in \mathbb{R}^{m \times n}\), \(B \in \mathbb{R}^{m \times p}\), \(c \in \mathbb{R}^n\) and both \(f\) and \(g\) are convex. The
ADMM alternates among the following steps for estimating the variables,
\[ x^{i+1} = \arg \min_x f(x) + \frac{\rho}{2} \| Ax + By' - c + u' \|_2^2, \]
\[ y^{i+1} = \arg \min_y g(y) + \frac{\rho}{2} \| Ax^{i+1} + By - c + u \|_2^2, \]
\[ u^{i+1} = u' + Ax^{i+1} + By^{i+1} - c, \]
where \(\| \cdot \|_2\) denotes the \(\ell_2\) norm of a vector, referring to the square root of the sum of the squares of all the entries in a vector, and \(\rho > 0\) is the augmented Lagrangian factor.

Sparse coding [6] refers to sparsely represent the signal vector \(d\) or the signal matrix \(D\) with respect to an overcomplete dictionary \(\Psi\). In this paper, we focus on the sparse coding of the data matrix. The sparse coefficient matrix \(\Theta\) of the data matrix \(D\) with respect to the dictionary \(\Psi\) is estimated through solving the following convex optimization problem,
\[ \min_{\Theta} \frac{1}{2} \| D - \Psi \Theta \|_F^2 + \lambda \| \Theta \|_1, \]
where \(\| \cdot \|_F\) denotes the Frobenius norm of a matrix, referring to the square root of the sum of the squares of all the entries in a matrix, and \(\| \cdot \|_1\) denotes the \(\ell_1\) norm, referring to the sum of the absolute values of all the elements in a matrix or a vector. The ADMM algorithm can be used to solve this optimization problem [7] and the solution is denoted as
\[ \Theta = SC - ADMM(D, \Psi). \]

\section{2.2. Dictionary learning}

Dictionary learning aims at utilizing a large-scale training dataset \(D\) to train an overcomplete dictionary \(\Psi\) so as to capture the internal structure of the data for sparse representation [8], which is usually based on the following optimization problem,
\[ \min_{\Theta, \Theta_s} \frac{1}{2} \| D - \Psi \Theta_s \|_F^2 + \lambda \| \Theta_s \|_1 \quad \text{s.t.} \quad \| \Theta_j \|_2 = 1, \quad \forall j, \]
where \(\Theta_j\) is the \(j\)th atom, namely the \(j\)th column vector, in the dictionary \(\Psi\). This optimization problem can be addressed by alternating between the following two subproblems, i.e., at the \((k + 1)\)th iteration,
\[ \Theta^{k+1} = \arg \min_{\Theta} \frac{1}{2} \| D - \Psi \Theta^{k+1} \|_F^2 + \lambda \| \Theta \|_1, \]
\[ \Psi^{k+1} = \arg \min_{\Psi} \frac{1}{2} \| D - \Psi \Theta^{k+1} \|_F^2 \quad \text{s.t.} \quad \| \Theta_j \|_2 = 1, \quad \forall j. \]

The subproblem in (8) is solved via the ADMM based sparse coding algorithm in 2.1 and then
\[ \Theta^{k+1} = SC - ADMM(D, \Psi^k). \]

The above ADMM algorithm for updating the dictionary in (9) is denoted as UD-ADMM [9] and hence
\[ \Psi^{k+1} = UD - ADMM(D, \Theta^{k+1}). \]

\section{3. Proposed Speech Enhancement Method}

In this section, we will present the details of the proposed speech enhancement method. The proposed method includes two stages: the learning stage and the enhancement stage.

\subsection{3.1. Adversarial dictionary learning for speech and noise}

In this part, we propose an adversarial learning based on the following speech and noise models.

The speech magnitude spectral matrix \(S\) is modeled as
\[ S = L_s + \Psi_s \Theta_s, \]
where \(L_s\) is rank deficient and denotes the component highly correlated with noise, \(\Psi_s\) represents the speech dictionary and \(\Theta_s\) is the corresponding sparse coefficient matrix. The noise magnitude spectral matrix \(N\) is modeled as
\[ N = L_n + \Psi_n \Theta_n, \]
where the low-rank matrix \(L_n\) denotes the component highly similar to speech, \(\Psi_n = [\psi_{n,1}, \ldots, \psi_{n,2}, \ldots, \psi_{n,M}]\) represents the noise dictionary and \(\Theta_n\) is the corresponding sparse coefficient matrix. In order to train the speech dictionary which presents lower mutual coherence to noise, we should extract the matrix \(L_s\) from the speech magnitude spectral matrix and utilize the residual matrix denoted as \(R_s = S - L_s\) to train the speech dictionary. We propose to employ a discriminative scheme to capture the components of \(S\), exhibiting high coherence to the noise dictionary \(\Psi_n\), to constitute the matrix \(L_n\). The discriminator exploits the following optimization problem to pick out the atoms in the noise dictionary which are highly correlated with speech, i.e.,
\[ \hat{\Theta}_n = \arg \min_{\Theta_n} \frac{1}{2} \| S - \Psi_n \Theta_n \|_F^2 + \lambda_1 \| \Theta_n \|_1. \]

The parameter \(\lambda_1\) is a regulation factor, and the above optimization problem can be solved through the SC-ADMM algorithm. The \(i^{th}\) row vector in the estimated matrix \(\hat{\Theta}_n\) is denoted as \(\hat{\theta}_{n,i}\), and its energy is able to reflect the mutual coherence between the speech magnitude spectral matrix \(S\) and the \(i^{th}\) atom \(\psi_{n,i}\) in the noise dictionary. The set \(\Lambda\) consists of the indices corresponding to the first \(I\)-largest energy row vectors in the matrix \(\hat{\Theta}_n\). The matrix \(L_n\) is approximated as
\[ L_n = \sum_{i \in \Lambda} \psi_{n,i} \hat{\theta}_{n,i}. \]

The residual matrix \(R_s\) is estimated as
\[ R_s = S - L_s = S - \sum_{i \in \Lambda} \psi_{n,i} \hat{\theta}_{n,i}. \]

Then we utilize this residual matrix to train the generative speech dictionary by solving the subsequent optimization problem through the DL-ADMM algorithm,
\[ \min_{\Theta, \Theta_s} \frac{1}{2} \| R_s - \Psi_s \Theta_s \|_F^2 + \lambda_2 \| \Theta_s \|_1, \]
where \(\lambda_2\) is a regulation factor. In this case, the speech dictionary will present relatively low mutual coherence to the noise magnitude spectral matrix \(N\), resulting from the low mutual coherence between the matrix \(R_s\) and \(N\).

Subsequently, we apply a similar discriminative scheme to
the noise magnitude spectral matrix \( N \) to extract the matrix \( L_n \), which is highly correlated with the speech dictionary and then use the residual \( R_n = N - L_n \) to train the generative noise dictionary so as to reduce the mutual coherence between the speech and noise dictionary. The following optimization technique is employed to estimate the sparse coefficient matrix \( \Theta_{ns} \) of the noise magnitude spectral matrix \( N \) with respect to the speech dictionary
\[
\Theta_{ns} = \arg \min_{\Theta_{ns}} \frac{1}{2} \| N - \Psi_{s} \Theta_{ns} \|_F^2 + \lambda_3 \| \Theta_{ns} \|_1 \tag{19}
\]
which is also solved via the SC-ADMM algorithm and \( \lambda_3 \) is the regulation factor. Then the low-rank matrix \( L_n \) can be approximated as
\[
L_n = \sum_{i \in \Omega} \psi_{s,i} \hat{\Theta}_{ns,i} \tag{20}
\]
where \( \hat{\Theta}_{ns,i} \) is the \( i \)th row vector in \( \hat{\Theta}_{ns} \) and \( \Omega \) is a set consisting of the indices of the atoms with respect to the first \( L \)-largest energy row vectors in \( \hat{\Theta}_{ns} \). The residual of the noise magnitude spectral matrix is obtained as
\[
R_n = N - L_n = N - \sum_{i \in \Omega} \psi_{s,i} \hat{\Theta}_{ns,i} \tag{21}
\]
Then, the noise dictionary is estimated based on the following optimization problem,
\[
\min_{\Theta_{ns}} \frac{1}{2} \| R_n - \Psi_{n} \Theta_{ns} \|_F^2 + \lambda_4 \| \Theta_{ns} \|_1 \tag{22}
\]
which is solved by the DL-ADMM algorithm and \( \lambda_4 \) is the regulation factor. We implement the above process iteratively to continuously reduce the mutual coherence between speech and noise dictionary and vice versa.

### 3.2. Enhancement stage

At the enhancement stage, the noisy speech is first transformed into time-frequency domain via short-time Fourier transform (STFT) and the noisy speech magnitude spectral matrix \( X \) can be written as
\[
X = S + N = L_s + \Psi_s \Theta_s + L_n + \Psi_n \Theta_n = L + \Psi \Theta \tag{23}
\]
where \( L = L_s + L_n \), \( \Psi = [\Psi_s, \Psi_n] \), and \( \Theta = [\Theta_s, \Theta_n] \). In accordance with (16) and (20), we have
\[
\text{rank}(L_s) \leq I \quad \text{and} \quad \text{rank}(L_n) \leq I.
\]
Hence, the rank of the matrix \( L \) satisfies \( \text{rank}(L) \leq 2I \). Therefore, \( L \) is also a low-rank matrix. In this case, we propose the following optimization problem to estimate the low-rank matrix \( L \) and the sparse coefficient matrix \( \Theta \), i.e.,
\[
\min_{L, \Theta} \frac{1}{2} \| X - L - \Psi \Theta \|_F^2 + \tau \| \Theta \|_1 \quad \text{s.t.} \quad \text{rank}(L) \leq 2I \quad \tag{24}
\]
where \( \tau \) is a regulation factor. This optimization problem can be solved through iteratively alternating between the two subproblems, namely, at the \( t \)th iteration,
\[
\Theta^{t} = \arg \min_{\Theta} \frac{1}{2} \| X - L^{t-1} - \Psi \Theta^{t-1} \|_F^2 + \tau \| \Theta \|_1 \quad \tag{25}
\]
\[
L^{t} = \arg \min_{\text{rank}(L) \leq 2I} \frac{1}{2} \| X - L - \Psi \Theta^{t} \|_F^2 \tag{26}
\]
The subproblem (25) can be solved via the SC-ADMM algorithm. The subproblem (26) can be solved through SVD, i.e.,
\[
X - \Psi \Theta^{t} = U \Xi V^T, \tag{27}
\]
where both \( U \) and \( V \) are unitary matrices and \( \Xi \) is a rectangular diagonal matrix. And then at the \( t \)th iteration, the matrix \( L \) can be approximated as
\[
L^{t} = \sum_{i=1}^{2I} \xi_i u_i v_i^T, \tag{28}
\]
where \( \xi_i \) is the \( i \)th element on the principal diagonal of \( \Xi \), \( u_i \) and \( v_i \) are the \( i \)th left and right singular vectors, respectively.

According to (23), the estimated low-rank matrix can be expressed as \( \hat{L} = L_s + L_n \). As mentioned above, the matrix \( \hat{L} \) represents the component in the speech magnitude spectral matrix which is highly coherent to noise while the matrix \( \hat{L}_n \) is the component in the noise magnitude spectral matrix highly coherent to speech. In this case, we can estimate the matrices \( \hat{L}_s \) and \( \hat{L}_n \) as
\[
\hat{L}_s = \eta \hat{L} \quad \text{and} \quad \hat{L}_n = (1 - \eta) \hat{L}, \tag{29}
\]
where \( \eta \) is a factor playing a tradeoff between the speech distortion and noise reduction. Then, the speech and noise magnitude spectral matrices can be estimated as
\[
\hat{S} = L_s + \Psi_s \Theta_s \quad \text{and} \quad \hat{N} = L_n + \Psi_n \hat{\Theta}_n. \tag{30}
\]
The Wiener filter is employed to further improve the estimation of the speech magnitude spectrum which is utilized in combination with the phase of the complex noisy speech spectrum to synthesize the speech in time domain.

### 4. Experimental Results

In this part, the experiments are implemented to evaluate the enhancement performance of the proposed method. We randomly selected 10 speakers and 10 utterances of each speaker from the TIMIT speech corpus, to constitute the training dataset of clean speech. Four types of noise including babble (bab), hfchannel (hf), white (wh) and factory (fcf), from the NOISEX-92 database are utilized for training a universal noise dictionary. Another 5 speakers from the TIMIT corpus who are distinct from the speakers in the learning stage and 5 utterances of each speaker are used at the enhancement stage. As the speakers in the enhancement stage are different from those in the learning stage, it is the speaker independent case.

We consider the quality and intelligibility of the enhanced speech under the unseen noise environment. In this scenario, four types of noise, namely subway (sub), restaurant (rst), airport (air) and exhibition (exh), from the Aurora2 database are used in the enhancement stage to build the test dataset with the clean speech at four SNR levels, namely, -5dB, 0dB, 5dB and 10dB. Here, the noise types are distinct from the noise types in the learning stage, which can verify the generality of the proposed method. Three objective measures are utilized in this paper. Perceptual evaluation of speech quality (PESQ) is highly related to the subjective quality rating scores and suitable for evaluating the overall speech quality [10]. Segmental SNR (SSNR) is utilized to measure the level of noise distortion [10]. Short-time objective intelligibility (STOI) score is utilized to measure the speech intelligibility [11].

All the clean speech and noise signals are down sampled to 8KHz. The Hamming window with the length of 512 is employed for framing with the overlap of 50%.

Table 1, Table 2 and Figure 1 present the PESQ, STOI and SSNR results of various speech enhancement methods under...
unseen noise environments, respectively. Generally speaking, the proposed method can achieve much better performance in enhancing the speech quality and intelligibility than the reference methods in this scenario. In accordance with Table 1, the average PESQ improvement of the traditional LogMMSE is trivial as result of the high non-stationarity of the noise. Due to the mismatch of the noise types in the learning and enhancement stages, neither of the GDL and the MCDL algorithms can effectively improve the PESQ scores as the average improvement is around 0.05. However, by using the adversarial learning, the gain of our proposed method in the average PESQ score is around 0.35. In Table 2, none of the reference methods can improve the average STOI score, while the proposed technique can still guarantee the improvement. In Figure 1, the weak capacity of the GDL and the MCDL algorithms in improving the SSNR is recognized. And the improvement of the proposed method in the average SSNR is about 0.4dB larger than that of the LogMMSE. Thus, our proposed method can better improve the overall quality and intelligibility of the speech than the reference methods under unseen noise environments.

Table 1: PESQ scores of different speech enhancement methods for four unseen noise types at four Levels of SNR.

<table>
<thead>
<tr>
<th>Noisy</th>
<th>LogMMSE</th>
<th>GDL</th>
<th>MCDL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>1.47</td>
<td>1.51</td>
<td>1.52</td>
<td>1.55</td>
</tr>
<tr>
<td>air</td>
<td>1.76</td>
<td>1.67</td>
<td>1.78</td>
<td>1.77</td>
</tr>
<tr>
<td>exh</td>
<td>1.53</td>
<td>1.34</td>
<td>1.59</td>
<td>1.59</td>
</tr>
<tr>
<td>rst</td>
<td>1.72</td>
<td>1.53</td>
<td>1.73</td>
<td>1.72</td>
</tr>
<tr>
<td>Ave</td>
<td>1.62</td>
<td>1.51</td>
<td>1.66</td>
<td>1.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noisy</th>
<th>LogMMSE</th>
<th>GDL</th>
<th>MCDL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>1.68</td>
<td>1.90</td>
<td>1.75</td>
<td>1.77</td>
</tr>
<tr>
<td>air</td>
<td>2.02</td>
<td>2.07</td>
<td>2.06</td>
<td>2.02</td>
</tr>
<tr>
<td>exh</td>
<td>1.67</td>
<td>1.78</td>
<td>1.76</td>
<td>1.79</td>
</tr>
<tr>
<td>rst</td>
<td>1.95</td>
<td>1.89</td>
<td>1.96</td>
<td>1.96</td>
</tr>
<tr>
<td>Ave</td>
<td>1.83</td>
<td>1.91</td>
<td>1.88</td>
<td>1.89</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noisy</th>
<th>LogMMSE</th>
<th>GDL</th>
<th>MCDL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>2.28</td>
<td>2.64</td>
<td>2.35</td>
<td>2.36</td>
</tr>
<tr>
<td>air</td>
<td>2.61</td>
<td>2.82</td>
<td>2.65</td>
<td>2.60</td>
</tr>
<tr>
<td>exh</td>
<td>2.25</td>
<td>2.56</td>
<td>2.33</td>
<td>2.36</td>
</tr>
<tr>
<td>rst</td>
<td>2.53</td>
<td>2.61</td>
<td>2.54</td>
<td>2.53</td>
</tr>
<tr>
<td>Ave</td>
<td>2.42</td>
<td>2.66</td>
<td>2.47</td>
<td>2.46</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noisy</th>
<th>LogMMSE</th>
<th>GDL</th>
<th>MCDL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>0.51</td>
<td>0.47</td>
<td>0.51</td>
<td>0.53</td>
</tr>
<tr>
<td>air</td>
<td>0.60</td>
<td>0.56</td>
<td>0.59</td>
<td>0.58</td>
</tr>
<tr>
<td>exh</td>
<td>0.53</td>
<td>0.49</td>
<td>0.54</td>
<td>0.56</td>
</tr>
<tr>
<td>rst</td>
<td>0.55</td>
<td>0.47</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Ave</td>
<td>0.55</td>
<td>0.50</td>
<td>0.55</td>
<td>0.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noisy</th>
<th>LogMMSE</th>
<th>GDL</th>
<th>MCDL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>0.64</td>
<td>0.61</td>
<td>0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>air</td>
<td>0.72</td>
<td>0.68</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>exh</td>
<td>0.68</td>
<td>0.62</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td>rst</td>
<td>0.68</td>
<td>0.61</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td>Ave</td>
<td>0.68</td>
<td>0.63</td>
<td>0.68</td>
<td>0.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noisy</th>
<th>LogMMSE</th>
<th>GDL</th>
<th>MCDL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>0.78</td>
<td>0.74</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td>air</td>
<td>0.82</td>
<td>0.78</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td>exh</td>
<td>0.81</td>
<td>0.76</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td>rst</td>
<td>0.80</td>
<td>0.75</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Ave</td>
<td>0.80</td>
<td>0.76</td>
<td>0.80</td>
<td>0.83</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noisy</th>
<th>LogMMSE</th>
<th>GDL</th>
<th>MCDL</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>sub</td>
<td>0.89</td>
<td>0.85</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>air</td>
<td>0.90</td>
<td>0.87</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>exh</td>
<td>0.90</td>
<td>0.87</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>rst</td>
<td>0.90</td>
<td>0.85</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Ave</td>
<td>0.90</td>
<td>0.86</td>
<td>0.90</td>
<td>0.89</td>
</tr>
</tbody>
</table>

5. Conclusions

In contrast to the existing dictionary learning based speech enhancement method, an adversarial training scheme is employed in the learning stage to train a speaker-independent speech dictionary and a universal noise dictionary. In detail, two discriminators based on adversarial sparse coding are utilized to remove the components from speech and noise magnitude spectral matrices, reducing the mutual coherence between speech and noise dictionaries. Then, the well-trained dictionaries are applied in the enhancement stage to effectively separate speech and noise based on a new optimization technique which is solved through the ADMM based sparse coding and low-rank matrix decomposition. Experimental results demonstrate that our proposed method effectively enhances the speech in terms of the PESQ, SSNR and STOI scores.
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