Tongue and Lip Motion Patterns in Alaryngeal Speech
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Abstract

A laryngectomy is the surgical removal of the larynx which results in the loss of phonation. The aim of this study was to characterize tongue and lip movements during speech produced by individuals who have had a laryngectomy. EMA (electromagnetic articulography) was used to derive movement data from the tongue and lips of nine speakers (four alaryngeal and five typical). The kinematic metrics included movement duration, range, speed, and cumulative path distance. We also used a support vector machine (SVM) to classify alaryngeal and healthy speech movement patterns. Our preliminary results indicated that alaryngeal articulation is longer in duration than healthy speakers. Alaryngeal speakers also use larger lateral tongue movements and move the tongue back at a slower speed than healthy speakers. The results from the SVM model also indicated that alaryngeal articulatory movement patterns are distinct from healthy speakers. Taken together, these findings suggest that there are differences in articulatory behavior that occur after the removal of the larynx. It may be helpful to consider the distinct articulatory motion patterns of alaryngeal speech in clinical practice and in the development of technologies (e.g., silent speech interfaces) that assist to provide an intelligible form of speech for this patient population.
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1. Introduction

A laryngectomy is the surgical removal of the larynx due to the treatment of laryngeal cancer [1], which results in the patients’ loss of normal laryngeal function and the ability to phonate. The loss of normal vocal communication has profound consequences for patients as voice plays an important role in speech intelligibility, personal identity, and social interaction. Current voice restoration options for communication post-laryngectomy include electrolarynx, tracheoesophageal prostheses (TEP), esophageal voice, or whisper [2]. An electrolarynx is an external source that serves as a sound source by inducing vibrations through the neck tissues [3]. TEP speech uses a voice prosthesis to redirect pulmonary air through the pharyngoesophageal segment (PES) when the stoma (a surgical opening on the anterior neck) is sealed [4]. In esophageal speech, air from the esophagus sends the PES into vibration [5]. Daily communication remains a struggle as current methods used for verbal communication post-laryngectomy results in poor voice quality and often results in social isolation [6].

The vast majority of research on alaryngeal speakers has focused on investigating voice quality. Prior investigations comparing TEP speech to laryngeal speech found TEP speech to have greater variability in fundamental frequency [7], higher formant frequencies [8], increased intensity, reduced duration of phonation and speech rate [9], higher jitter and shimmer [10], and a smaller acoustic vowel space area [11]. Altered formant frequencies may be explained by a shortened vocal tract length as a result of the laryngectomy [12]. Although not directly investigated, it has been suggested that modifications to articulatory behavior also influence the formant frequencies in alaryngeal speech [5]. Moreover, reduced control of the voice source (i.e., neoglottis), increased resistance to pulmonary airflow from the neoglottis, and air leakage at the stoma site may all contribute to reduced duration of phonation and a slower speaking rate in alaryngeal speech [3]. While vocal quality is an important area of research, remarkably few studies have been designed to directly investigate articulatory movements derived from alaryngeal speakers. Advancing current understanding of tongue and lip kinematics in disordered speech can lead to improved rehabilitative treatment plans in clinical practice.

Recent speech kinematic research on healthy speakers has shown significant differences in tongue and lip movements depending on laryngeal activation (i.e., voiced versus silent) during the production of phrases [13], vowels and consonants [14], [15]. Specifically, silent articulation is longer in duration, shows a reduced peak speed [13], [14] and an increased number of articulatory sub-movements during the production of phrases [13]. Silently produced vowels also show less distinct tongue movement patterns indicated by a reduced articulatory distinctiveness space area [14]. These findings suggest that changes in laryngeal activity and in the absence of acoustic feedback impact articulatory behavior [16]. Unlike silent speech, alaryngeal speakers still receive auditory feedback; however, their speech is less intelligible. Moreover, alaryngeal speakers are likely to make articulatory adjustments to maximize speech intelligibility after laryngeal amputation.

A better understanding of articulatory movement patterns of alaryngeal speech may contribute to clinical practice and lead to improved algorithm designs for mapping articulation to speech, which can be used in the development of assistive technology that has the potential to provide laryngectomee’s a more natural sounding voice (e.g., silent speech interfaces,
SSL) [16]–[19]. Ultrasound [18] and electromagnetic articulography [19] signals have shown lower silent speech recognition performance in alaryngeal speakers than their healthy counterparts.

This study sought to characterize tongue and lip motion patterns of alaryngeal speech. We directly examined tongue and lip movements derived from alaryngeal speakers as well as healthy controls. This study adds to the limited available literature on disordered articulation due to a laryngectomy.

2. Method

2.1. Participants and speech stimuli

This study included 9 participants (3 were female). Five of the participants were healthy speakers who produced voiced speech ($M_{\text{age}} = 24.80, SD_{\text{age}} = 3.19$) and four individuals had a laryngectomy and produced alaryngeal speech ($M_{\text{age}} = 53.25, SD_{\text{age}} = 21.76$). Of the alaryngeal speakers, two used a tracheoesophageal prosthesis (TEP), one used a whistle [2], and one used an electrolarynx to produce speech. The alaryngeal speakers had their surgery four-five years prior to the data collection session. The healthy speakers had no reported history of speech, language, or cognitive issues. Each participant produced a list of 46 phrases at their habitual speaking rate and loudness. The phrases (e.g., ‘call me back when you can.’; ‘I need some assistance.’) were selected because they are simple, functional, and commonly used in alternative and augmentative communication (AAC) devices [20]. All participants signed a consent form prior to participation in this study.

2.2. Tongue and lip motion tracking device

The NDI Wave system (Northern Digital Inc., Waterloo, Ontario, Canada), is a commercially available electromagnetic articulography that establishes an electromagnetic field to track tiny sensor coils in real-time. The spatial precision of Wave is ~0.3 mm [21]. The sampling rate is 100 Hz. A reference sensor was placed on the center of the head (HC) to derive and isolate head movements from the articulatory data.

An optimal four-sensor setup [22] was used to derive tongue and lip motion data. Two sensors were attached to tongue tip (TT, ~5 mm from tongue apex) and tongue back (TB, ~30 mm from TT) surface using non-toxic PeriAcryl 90 dental glue (GluStitch, Delta, British Columbia, Canada). Two sensors were adhered to the vermillion border of the upper lip (UL) and lower lip (LL) at midline using medical tape. The articulatory data included in the analysis was derived from the TT, TB, UL, and LL positional data. Please see Figure 1 an illustration of the Wave system and sensor setup. Each participant was provided approximately five minutes to talk prior to formal data collection to allow them to adapt to the wired sensors.

2.3. Data processing

The raw positional data was processed prior to data analysis. A 20 Hz low-pass filter was applied to remove noise. The head rotation and translations were subtracted from the articulatory movement data to obtain head-independent data. The orientation of the 3D Cartesian coordinate system is illustrated in Figure 1. The $x$-dimension captures lateral movements, the $y$-dimension captures superior-inferior movements, and the $z$-dimension captures anterior-posterior articulatory movements. The kinematic data were visually inspected for tracking errors prior to data analysis. Although rare, invalid data samples did occur and were excluded from data analysis.

![Figure 1. The Wave system (left) and sensor placement (right) used for data collection.](image)

2.4. Kinematic measures

The following measures were derived from the positional data:

1. Duration (in seconds): Articulatory movement measured from sentence onset to offset.
2. Range (mm): The maximum position subtracted from the minimum position.
3. Cumulative Path Distance (mm): The length of the articulatory trajectory (path).
4. Speed (mm/s): The change in displacement over time.

The kinematic measurements were selected because they provide an overall view of tongue and lip motion behavior. All participants produced the same 46 phrases. The four metrics were derived from each phrase and then averaged for each participant. To determine if alaryngeal and healthy (voiced) speech were significantly different, independent samples t-tests were conducted. The second analysis included a machine learning classifier.

2.5. Support vector machine

A support vector machine (SVM) classifier [23] was trained by the tongue and lip movements derived from each of the speech phrases in our dataset. The model was then used to classify alaryngeal and healthy speech to determine if there is a difference between alaryngeal and healthy articulation patterns. The data were pre-processed prior to being fed into the SVM. Specifically, a linear interpolation was used to account for potential missing data points, the data were z-score normalized, and a 20Hz Butterworth low-pass filter was applied. Each kinematic sample was resampled to a fixed length of 100 data points. The 100-sample signals were concatenated to form a 1,200-dimensional feature vector (100 samples x 4 sensors x 3-dimensions). We trained a linear support vector machine classifier to learn differences between alaryngeal and healthy speakers’ tongue and lip motions during speech.

Leave-one-participant-out cross-validation was used to evaluate the out-of-sample performance of the proposed classifier. That is, for each execution one participant was removed from the model and used for testing. The remaining data were used for model training.

3. Results

3.1 Movement Duration

An independent samples t-test was used to investigate tongue and lip movement duration in alaryngeal and voiced speakers.
Please see Figure 2 for descriptive statistics. The average duration of articulatory movements was longer for alaryngeal speakers ($M_{\text{alaryngeal}} = 1.95$) than healthy speakers ($M_{\text{voiced}} = 1.44$). The difference was statistically significant ($p < .05$).

Figure 2. Average duration of phrase production for alaryngeal and voiced speech.

3.2 Range of Movement

The descriptive statistics for each sensor are provided in Table 1 and are plotted in Figure 3. There was a significant difference in the range of TT lateral movements ($p < .05$). Specifically, alaryngeal speakers use larger lateral movements of the TT. The TB, UL, and LL were not significantly different between alaryngeal and healthy speakers, possibly due to the small number of subjects.

Table 1. Mean and standard deviation of movement range for each sensor.

<table>
<thead>
<tr>
<th>Sensor Location</th>
<th>Alaryngeal</th>
<th>Voiced</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT</td>
<td>6.10 ± 1.39</td>
<td>3.57 ± 0.76</td>
</tr>
<tr>
<td>TB</td>
<td>4.14 ± 1.32</td>
<td>3.18 ± 1.00</td>
</tr>
<tr>
<td>UL</td>
<td>2.49 ± 1.19</td>
<td>1.65 ± 0.22</td>
</tr>
<tr>
<td>LL</td>
<td>4.50 ± 2.53</td>
<td>2.85 ± 0.50</td>
</tr>
</tbody>
</table>

Figure 3. Average range of lateral movement (x-dimension) with standard error bars.

3.3 Tongue and Lip Speed

The descriptive statistics of tongue and lip movement 3D speed are provided in Table 2 and plotted in Figure 4. The results indicated that the tongue back speed was significantly slower in alaryngeal speakers than healthy voiced speakers ($p < .05$). There was no statistical difference between the two groups for the tongue tip or lip movement speed.

Table 2. Mean and standard deviation for average 3D speed (mm/s) of each sensor.

<table>
<thead>
<tr>
<th>Sensor Location</th>
<th>Alaryngeal</th>
<th>Voiced</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT</td>
<td>43.35 ± 6.61</td>
<td>48.07 ± 9.14</td>
</tr>
<tr>
<td>TB</td>
<td>30.83 ± 7.81</td>
<td>46.23 ± 8.84</td>
</tr>
<tr>
<td>UL</td>
<td>10.73 ± 2.83</td>
<td>11.41 ± 2.44</td>
</tr>
<tr>
<td>LL</td>
<td>36.47 ± 15.44</td>
<td>34.10 ± 5.64</td>
</tr>
</tbody>
</table>

Figure 4. Average 3D speed of the tongue and lips with standard error bars.

3.4 Cumulative Path Distance

The descriptive statistics for each sensor are provided in Table 3 and plotted in Figure 5. The results showed a significant difference in lateral TT cumulative path distance ($p < .01$). Alaryngeal speakers use longer TT lateral movements than healthy speakers to produce speech. No significant difference was found for the TB, UL, or LL for the y-dimension (superior-inferior) or z-dimension (anterior-posterior).

Table 3. Mean and standard deviation of cumulative path distance (mm) of lateral movements (x-dimension) for each sensor.

<table>
<thead>
<tr>
<th>Sensor Location</th>
<th>Alaryngeal</th>
<th>Voiced</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT</td>
<td>22.63 ± 4.71</td>
<td>11.10 ± 2.93</td>
</tr>
<tr>
<td>TB</td>
<td>16.18 ± 6.63</td>
<td>10.51 ± 3.07</td>
</tr>
<tr>
<td>UL</td>
<td>10.10 ± 5.73</td>
<td>5.21 ± 0.70</td>
</tr>
<tr>
<td>LL</td>
<td>21.13 ± 13.29</td>
<td>9.48 ± 0.79</td>
</tr>
</tbody>
</table>

Figure 5. Average cumulative path distance of lateral movement (x-dimension) with standard error bars.

3.5 SVM Classification

The results of the SVM classification model are displayed in the form of a confusion matrix in Table 4. Sensitivity, specificity, and balanced accuracy were used as measures of
performance. Sensitivity provides the proportion of true positives correctly identified by the model, whereas specificity provides the proportion of true negatives correctly identified by the model. Balanced accuracy was used to determine how well the model classifies both classes (alaryngeal and voiced) from tongue and lip positional data. The classifier correctly identified most of the phrases when produced by typical speakers. However, false negatives occurred, where the model predicted alaryngeal speech to be healthy speech. Overall, this model is obtained a sensitivity (41.5%), a specificity (70.9%), and a balanced accuracy (58.0%).

Table 4. Classification matrix.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alaryngeal</td>
</tr>
<tr>
<td>Alaryngeal</td>
<td>83</td>
</tr>
<tr>
<td>Voiced</td>
<td>67</td>
</tr>
</tbody>
</table>

Despite the high number of errors seen in individual predictions, if these errors are distributed in a relatively uniform manner across participants, then it may be possible to significantly improve the classification performance. This can be accomplished by aggregating the predictions across multiple phrases of speech data [24]. To do this, we randomly select groups of five and 40 phrases from our initial set of 46 phrases. Then we averaged the posterior probability predictions to generate the aggregated prediction. The process was then repeated via a 1000-iteration Monte-Carlo simulation in which different groups of phrases are selected randomly at each iteration. The results of this process along with the receiver operating characteristic (ROC) curve of the initial model are in Figure 6.

Figure 6. SVM classification model results.

ROC curves illustrate the trade-off between sensitivity and specificity for classification models. Better classification models will have curves that are closer to the top left corner of the plot. Measuring the area under the curve (AUC) provides an indicator of the overall ability for the classifier to accurately discriminate between the two groups. The results show a significant improvement in performance when the predictions are aggregated across multiple phrases. Moreover, when 40 phrases are used, the model can perfectly distinguish between the two speaker groups. Thus, while differences in the articulatory motion patterns across these two groups are difficult to detect using short samples of speech, they may be reliably detected from larger speech samples.

4. Discussion

The results of our study provide preliminary evidence of distinct tongue movement patterns in alaryngeal speech during speech production. Specifically, phrases produced by alaryngeal speakers are longer in duration. Alaryngeal speakers also move the back of their tongue at a slower speed than healthy controls. A possible interpretation of this finding is that alaryngeal speakers are over articulating or exaggerating their movements [25] in attempt to produce more intelligible speech [26]. Moreover, alaryngeal speakers require more time and effort to generate an adequate airflow to produce speech, which may also contribute to longer duration [17], [27]. Another interesting finding was that alaryngeal speakers use larger lateral tongue movements than healthy speakers. Prior research has suggested that lateral tongue movements are insignificant in speech measurements of healthy speakers [28]. Our results suggest this is not necessarily true for disordered speech. A possible interpretation of this finding is that alaryngeal speakers are compensating for mechanical restrictions that may occur from the incision along the upper border of the hyoid bone during a total laryngectomy, where the hypoglossal nerve may be injured [29], [30]. The goal of the SVM classification model was to determine if there are distinct articulation pattern differences between alaryngeal and silent speech. Although the model exhibited inconsistent performance in single-phrase classification decisions, this performance improved rapidly when decisions were aggregated across a larger set of stimuli, reaching perfect performance when aggregated across 40 phrases. This suggests that while differences in the articulation patterns were not pervasive across individual data samples, they were consistent across all of the participants included in the study. Our results suggest that additional consideration is needed when developing SSI models based on healthy speakers who produce silent speech. In short, our results suggest that there are subtle differences in articulatory strategies between healthy and alaryngeal speakers.

One limitation of this project that deserves mention is that the alaryngeal speakers used different modes of speech (i.e., TEP and electrolarynx). This may cause within-group differences, which will be investigated in future work. Additionally, studies with a larger number of participants are needed to verify these findings.

5. Conclusion and Future Work

This study investigated tongue and lip movements derived from alaryngeal and healthy speakers. The results suggest that individuals who have had a laryngectomy use longer duration, slower tongue back speed, and larger lateral tongue movements during speech production than healthy speakers. The results of our SVM model suggests that alaryngeal speakers have distinct articulatory movement patterns from healthy speakers. Future studies will include additional speech stimuli and a larger number of subjects to verify these findings.
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