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Abstract

This work investigates the use of a classification approach as a means to identify effective depression markers in read speech, i.e., observable and measurable traces of the pathology in the way people read a predefined text. This is important because the diagnosis of depression is still a challenging problem and reliable markers can, at least to a partial extent, contribute to address it. The experiments have involved 110 individuals and revolve around the tendency of depressed people to read slower and display silences that are both longer and more frequent. The results show that features expected to capture such differences reduce the error rate of a baseline classifier by more than 50% (from 31.8% to 15.5%). This is of particular interest when considering that the new features are less than 10% of the original set (3 out of 32). Furthermore, the results appear to be in line with the findings of neuroscience about brain-level differences between depressed and non-depressed individuals.
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1. Introduction

Extensive surveys of the population suggest that 16.2% of the adults in the USA experience at least one episode of Major Depression Disorder (MDD) during their life [1]. Moreover, the pathology appears to be associated with more than half of all suicides [2] and it is one of the main causes of disability among people above 5 years of age [3]. As a result, depression is a major economic and societal burden. For example, in Canada, the average medical costs for depressed people are 3.5 times higher than those for non-depressed ones [4]. Similarly, in the USA, the costs associated to depression (medical expenses, productivity loss, etc.) sum up to USD 70 billions per year [5].

However impressive, the figures above are still likely to be an underestimate because only half of the patients obtain medical attention and, furthermore, only 21% of them undergo adequate treatment [1]. In other words, while being a serious pathology with highly negative consequences, depression tends to remain undetected or to be poorly treated. One possible reason of such a situation is that the first line of intervention against depression is not led by psychiatrists, specialised and experienced in the diagnosis of mental health issues, but by General Practitioners (GP), doctors expected to deal with common pathologies, but by referring to specialists in case of more serious problems. In particular, due to the difficulties in diagnosing depression, the accuracy of GPs has been shown to range between 57.9% and 73.1% for the data used in the experiments of this work, thus leaving a large number of cases undetected [6].

One possible way to address the problems above, at least to a partial extent, is to identify depression markers, i.e., reliable, measurable and, possibly, machine detectable traces of the pathology. In fact, the availability of such markers can make it easier for non specialised doctors to effectively identify people affected by depression and, correspondingly, to increase the percentage of cases that obtain psychiatric attention and proper treatment. For these reasons, this article investigates the use of computational paralinguistics [7] and social signal processing [8] as a means to identify depression markers in the way people read a predefined text.

The main reason for focusing on read speech is that asking potential depression patients to read a text is something that can be done easily in a clinical setting. This is a major advantage with respect to biological markers investigated so far that require invasive exams like, e.g., brain neurotrophic factors [9] or monoamine levels in cerebrospinal fluids [10]. Not to mention that these markers have been investigated while developing pharmacological treatments and have been shown to be affected by several drawbacks, including the difficulty of interpreting placebo-controlled trials [11, 12] methodological pitfalls at the level of patient selection and enrolment [13] or misalignment between clinicians’ observations and patients’ self-assessments [14]. Similarly, the efforts of the computing community have explored a wide spectrum of behavioural markers (facial expressions, nonverbal vocal behaviour, etc.), but none of them appear to clearly outperform the others. Furthermore, compared to the analysis of read speech, other behavioural cues might be difficult to capture and analyse outside a laboratory setting.

The experiments of this work have involved 110 participants that have been recorded while reading the same text. An approach based on a standard feature set, originally designed to recognise emotions [15], has been used to perform initial experiments. The feature set has then been expanded with a few features accounting for two main behaviours, namely reading speed and use of silences. The main reason for focusing on such behaviours is that, according to neuroscience, one of the main effects of depression is that the brain tends to become slower at processing linguistic information. Therefore, it is reasonable to expect that depressed individuals tend to read slower and to be less fluent. The difference in performance resulting from the expansion of the feature set has been used as a measure of how effectively the behaviours above can account for the presence of depression. The results show that adding 3 features to the initial 32 is sufficient to increase the accuracy from 68.2% to 84.5%, corresponding to a reduction of the error rate by 51.2%. In other words, reading speed and silences appear to be reliable markers of depression.

The rest of this article is organised as follows: Section 2 surveys previous work, Section 3 describes the data used in the experiments, Section 4 reports on experiments and results, while
Sections 5 draws some conclusions.

2. Previous Work

The computing community has made substantial efforts towards the automatic detection of depression in speech (see [16] for an extensive survey). Overall, two main tasks have been addressed. The first is the inference of scores obtained through the administration of self-assessment questionnaires (e.g., the Beck Depression Inventory II). The second is actual depression detection, i.e., automatic discrimination between people diagnosed with depression by psychiatrists and control individuals that are not affected by mental health issues. In a few cases, the efforts have targeted the identification of depression markers like in this work.

In several cases, the proposed approaches do not model only the speech signals but also their transcriptions [17, 18, 19, 20]. In particular, the suggestion proposed in [17] is that acoustic and linguistic aspects of speech should never be addressed separately in depression related technologies. However, the results of other works show that the best performances result from the use of transcriptions only [18]. Furthermore, according to the experiments in [19], the multimodal combination of paralinguistics and text can work only when using deep networks with attention gates [19]. Finally, in the case of the experiments in [20], the indication is that the best results can be obtained only when taking into account interaction dynamics, i.e., when a given sentence is uttered in a conversation.

Overall, the results above suggest that it is unclear whether taking into account what people say actually helps or not. However, the experiments of this work are based on read speech and all participants utter the same words in the same order. Therefore, linguistic aspects of the data cannot contribute to the discrimination between depressed and non depressed participants. As a consequence, the focus is on the sole speech signal like in a large number of other contributions including, e.g., [21, 22, 23]. In the first work [21], the experiments aim at testing whether speech samples captured through mobile phones allow one to discriminate between people that are above or below a threshold score of the Personal Health Questionnaire. The results show that this is actually possible with an accuracy of 72%.

In the other two works [22, 23], the goal is to identify depression markers that, like in this work, can help to distinguish between depressed individuals and the others. The focus of the experiments in [22] is on adolescents because their voice is not fully formed and, therefore, speech-based depression detection can be a more challenging task. The results of the work show that the most effective marker is the energy of the signal, corresponding to how loud people speak, especially when measured with the Teager operator [7]. In contrast, the marker that appears to be more effective in [23] is the variability of phonetic characteristics.

3. The Data

The experiments of this work have involved 110 people, including 54 individuals that have never experienced mental health issues, referred to as control participants, and 56 depression patients. The control participants were recruited via a word of mouth process, while the depressed ones were recruited among the patients treated in three mental health centres in Southern Italy. All depressed participants have been diagnosed by professional clinicians with one of the following pathologies: Major Depressive Disorder (19 cases), bipolar disorder in depressive phase or with last depressive episode (13 cases), reactive depression (7 cases), endo-reactive depression (6 cases) and anxiety-depressive disorder (4 cases). No specific diagnosis was provided for the remaining 7 patients. All participants are native Italian speakers and have been asked to read aloud a tale by Aesop (The North Wind and the Sun).

Table 1 provides demographic information and shows there is no difference between control and depressed participants in terms of age distribution (\( p > 0.05 \) according to a two-tailed t-test), gender balance (\( p > 0.05 \) according to a \( \chi^2 \) test) and distribution across the two main education levels in Italy (\( p > 0.05 \) according to a \( \chi^2 \) test), namely Lower (at most 8 years of study) and Higher (at least 13 years of study). The above is important because it shows that any detectable differences between the two groups of participants are likely to result from their condition (depressed or control) and not from other factors that might influence the way people read.

The reason why the number of female participants is significantly higher is that women tend to develop depression more frequently than men [24]. Therefore, the gender distribution of the corpus is more representative of what is observed among depression patients. Similarly, the age range is the same as the one observed across depression patients. In this respect, the corpus is designed to be as representative as possible of the typical patients of the pathology.

4. Experiments and Results

The baseline approach used in the experiments follows the methodologies of computational paralinguistics [7]. In particular, a speech signal is segmented into 25 ms long analysis windows (or frames) that start at regular time steps of 10 ms. Each frame is mapped into a 32-dimensional feature vector (see below for more details) and the speech signal is then represented with the average of the vectors extracted from the individual frames. Such an average is then fed to a classifier that assigns the speech signal to one of the two possible classes, namely depressed or control. The features correspond to those designed for the Interspeech 2009 Emotion Challenge [15]. The main motivation is that such a set has been successful in a wide spectrum of problems - especially when it comes to the inference of psychological information from speech – and, therefore, can be considered as a standard baseline for comparison. The feature set builds upon 16 core features:

- Root Mean Square of the Energy (Energy): it accounts for how loud someone speaks and it is known to have an association with depression (see Section 2);
- Mel-Frequency cepstral coefficients 1-12 (MFCC): they account for the phonetic content of the data;
- Fundamental Frequency (F0): is the frequency that car-

Table 1: Participant demographics. In the table, M stands for Male, F stands for Female, L for Lower Education and H for Higher Education. The total across the education levels is 105 because 5 participants did not provide information about their studies.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Age (mean ± standard deviation)</th>
<th>M</th>
<th>F</th>
<th>L</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>47.6 ± 12.6</td>
<td>12</td>
<td>42</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td>Depressed</td>
<td>47.2 ± 12.3</td>
<td>18</td>
<td>38</td>
<td>27</td>
<td>26</td>
</tr>
<tr>
<td>Total</td>
<td>47.4 ± 12.4</td>
<td>30</td>
<td>80</td>
<td>46</td>
<td>59</td>
</tr>
</tbody>
</table>
4.1. Reading Speed

Neuroscience suggests that some brain processes revolving around language tend to take more time in people affected by depression. In particular, it has been shown that there is a connection between depression and disfunctions in several areas involved in semantic language processing, including frontal gyrus and Pre-Frontal Cortex (PFC) [31]. Furthermore, while processing the meaning of words, depression patients display slower activation of the left temporoparietal (Wernicke) area and involvement of brain regions (including right lateral PFC) not activated in the case of non-depressed people [32]. Since they need more time to assign meaning to words, it is reasonable to expect that depressed participants take more time to read the text at the core of the experiments. In other words, it is reasonable to expect that the amount of time needed to read the text can act as depression marker.

In the data used for the experiments, the average time required to read the text and its standard deviation is 54.92 ± 2.66 s and 47.38 ± 1.20 s for depressed and control participants, respectively. Given that all participants read 185 words, this corresponds to average reading speeds of 202.1 and 234.3 words per minute, respectively, for depressed and control participants. In line with the neuroscience indications above, such differences are statistically significant ($p = 0.012$ according to a two-tailed $t$-test). This suggests that the use of the reading time as a feature, in addition to the 32 features of the standard set, should lead to an improvement of the performance. The results of such an intervention are summarized in Table 3. Compared to the baseline classifier, the accuracy increases by 9.1 points (corresponding to a reduction of the error rate by 28.6%). According to a two-tailed binomial test, such a difference is statistically significant ($p < 0.05$). In other words, the time someone needs to read a certain text appears to act effectively as a depression marker.

### 4.2. Effect of Silences

The previous section shows that brain-level differences between depressed and non-depressed individuals lead to observable differences in the amount of time needed to read a text. Furthermore, the differences are consistent enough to significantly improve the accuracy of a baseline classifier through the addition of just one feature to the original set of 32. This section shows that it is possible to further improve the performance of the baseline classifier by taking into account how depression changes the neural processes responsible for verbal fluency. In fact, the literature shows that, in the brain of depressed people, median prefrontal cortex and angular gyrus generate interferences that result into speech disfluency, typically through the recruitment of a larger number of brain areas involved in speech initiation and higher-order language processes [33]. Not surprisingly, many studies found that depressed individuals have deficits in phonemic and verbal fluency [34]. Furthermore, improved fluency is typically used as a signal of amelioration during depression treatment [34].

One possible effect of the differences above is that depressed people tend to display more frequently intervals of time during which there is no emission of voice. Furthermore, for depressed people, these intervals of time might tend to be longer. For this reason, the voicing probability in the baseline feature set has been used to identify sequences of consecutive frames in which voice is unlikely to be emitted. This has led to the estimation of the probability $P(r)$ of $r$ consecutive frames to show a null voicing probability. Correspondingly, it led to the identification of a minimum threshold value $r_0$ such that the following holds:

$$P(r \geq r_0) = \sum_{r=r_0}^{r_{\text{max}}} P(r) \leq 0.05,$$

where $r_{\text{max}}$ is the maximum value of $r$ observed in the data.

In the experiments of this work, $r_0 = 56$, corresponding to a length of 0.575 s, not far from the conventional threshold of 0.5 s used to identify pauses in linguistics. Hereafter, sequences of null voicing probability at least $r_0$ frames long are referred to as silences (Figure 1 shows the distribution of number and average length across participants). The average number of silences for depressed and control participants is 9.7 and 4.2, respectively ($p < 0.01$ according to a two-tailed $t$-test). When it comes to the total length, it is 11.2 s and 3.8 s for the two groups ($p < 0.01$ according to a two-tailed $t$-test). This sug-
gests that the feature set can be expanded with number and total length of silences. In other words, these two features might act as depression markers.

The recognition results are reported in Table 4. Compared to the results obtained after adding the length of the recordings to the original set of 32 features, there is a further increase by 7.2 points of the accuracy, corresponding to a further reduction by 31.7% of the error rate (statistically significant with $p < 0.05$ according to a binomial test). Besides increasing the performance of the approach, the two features described in this section provide a possible explanation of why depressed participants tend to take more time to read the text at the core of the experiments. In particular, the effectiveness of the two features suggests that depressed individuals do not just read slower, they tend to spend more time without uttering the words they read, possibly because they need more time to process the linguistic information involved.

5. Conclusions

This article has presented experiments aimed at the identification of depression markers in speech, i.e., of measurable speech characteristics that can help to distinguish between depressed and non-depressed individuals. Compared to most previous works in the literature, the methodology used to identify the markers is not based on statistical testing or correlational analysis, but on the performance improvement observed when using the markers as features in a classifier. In particular, the experiments show that three features accounting for three different markers (reading speed, number of silences and total length of silences) increase the accuracy from 68.2% to 84.5% when added to an initial set of 32 features (statistically significant with $p < 0.0001$ according to a two-tailed binomial test). These latter were selected as a baseline because, while originally designed to capture emotion [15], are known to effectively account for a much wider spectrum of psychological phenomena, including depression (see Section 4).

In addition, compared to most previous work in the literature, this article has tried to combine computational paralinguistics [7], based on low-level speech features extracted from 25 $ms$ long windows, and social signal processing [8], based on the detection of nonverbal behavioural cues associated to a phenomenon of interest. This latter aspect is important because markers should correspond to observable aspects of behaviour, given that they must be of help for the diagnosis of depression. In other words, compared to measurements like fundamental frequency or MFCCs, the advantage of observable behaviours like reading speed or use of silences is that they can be possibly observed without the need of automatic analysis.

The experiments have been performed over read speech, i.e., over recordings of people asked to read the same text. The reason behind the choice is that, in the case of spontaneous speech, markers like speed and silences can be influenced by phenomena like, e.g., the cognitive effort in planning what to say next. In other words, the use of read speech limits the effect of variability sources not necessarily related to depression. This is one of the reasons why the markers appear to be in line with the indications of neuroscience showing the depressed people tend to take more time to process linguistic information and to be more disfluent.

One interesting aspect of the markers considered in the work is that they are likely to be honest [35], i.e., sufficiently difficult to control consciously to allow one to fake them. For example, the silence length differences between depressed and control participants correspond to an average silence length of 1.15 s an 0.915 s, respectively. Similarly, the speed differences correspond to an average time per read word of 296 $ms$ and 256 $ms$ for depressed and control participants, respectively. Both differences are too subtle to be consciously controlled. Therefore, it is unlikely that a depression patient can try to look like a non-depressed individual. This is an important advantage because people affected by mental health issues can try to hide their condition in order to escape treatment, mainly to avoid the stigma associated to psychiatric problems. In this respect, the approach proposed in this work promises to be of help for clinicians dealing with potential depression patients.
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