Abstract
Speaker recognition is a well known and studied task in the speech processing domain. It has many applications, either for security or speaker adaptation of personal devices. In this paper, we present a new paradigm for automatic speaker recognition that we call Interactive Speaker Recognition (ISR). In this paradigm, the recognition system aims to incrementally build a representation of the speakers by requesting personalized utterances to be spoken in contrast to the standard text-dependent or text-independent schemes. To do so, we cast the speaker recognition task into a sequential decision-making problem that we solve with Reinforcement Learning. Using a standard dataset, we show that our method achieves excellent performance while using little speech signal amounts. This method could also be applied as an utterance selection mechanism for building speech synthesis systems.
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1. Introduction
"Good words are worth much and cost little." - George Herbert
In many speech-based applications, the construction of a speaker representation is required [1]. Automatic Speaker Recognition (ASR) and Speech Synthesis are some examples that have recently made steady progress by leveraging large amounts of data and neural networks. Text-To-Speech (TTS) convincingly encompasses someone’s voice [2], and modern Speaker Recognition systems identify a speaker [1] among thousands of possible candidates with high accuracy. Speaker recognition systems are trained to extract speaker-specific features from speech signals, and during evaluation, test speaker utterances are compared with the already existing utterances. However, dozen of test recordings are necessary, limiting usage when interacting with humans. When identifying a speaker or trying to create a convincing TTS system, only some key features might be necessary, such as certain inflexions or speech mannerisms. In this paper, we build a speaker recognition system that can identify a speaker by using a limited and personalized number of words. Instead of relying on full test utterance across all individuals, we interact with the speakers to iteratively select the most discriminative words.

Some pronunciation might be typical of certain speakers. For example, the phoneme ‘r’ might be pronounced differently depending on your accent. Thus starting with general phoneme and refining based on the utterances received could result in better recognition systems. More generally, a desirable feature of speaker recognition is to adapt its strategy to the current speaker as important features vary from person to person.

Here we propose to envision the problem of building a representation of the speaker as a sequential decision-making prob- lem. The system we want to develop will select words that a speaker must utter so that it can be recognized as fast as possible. Reinforcement learning (RL) [3] is a framework to solve such sequential decision-making problems. It has been used in speech-based applications such as dialog [4, 5] but not to the problem of speaker identification (note that [6] combines RL and phones similarity). We adapt a standard RL algorithm to interact with a speaker to maximize the identification accuracy given as little data as possible. After introducing an Interactive Speaker Recognition (ISR) game based on the TIMIT dataset to simulate the speaker ASR interaction, we show that the RL agent builds an iterative strategy that achieves better recognition performance while querying only a few words.

Our contributions are thus:
1. to introduce the Interactive Speaker Recognition as an interactive game between the SR module and a human (Sec. 2);
2. to formalize ISR as a Markov Decision Process [7] so as to solve the problem with RL (Sec. 3);
3. to introduce a practical Deep RL ISR model, and train it on actual data (Sec. 4).

Finally, we test our method on the TIMIT dataset and show that ISR model successfully personalized the words it requests toward improving speaker identification, outperforming two non-interactive baselines (Sec. 5).

2. Interactive Speaker Recognition Game
In this paper, we aim to design an Interactive Speaker Recognition (ISR) module that identifies a speaker from a list of speakers only by requesting to utter a few user-specific words. To do so, we first formalize the ISR task as an interactive game involving the speaker and the ISR module. We then define the notation used to formally describe the game before detailing how we designed the ISR module.

2.1. Game Rules
To instantiate the ISR game, we first build a list of random individuals, or guests. Each guest is characterized by a voice print. In a second step, we label one of the guests as the target speaker that we aim to identify. Hence a game is defined by $K$ guests characterized with $K$ voice prints, and one of these guests is labeled as the speaker.

As the game starts, the $K$ voice prints are provided to the ISR module, and it needs to identify the speaker among the guests. To do so, the ISR engine may interact with the speaker, but it can only request the speaker to utter $T$ words within a predefined vocabulary list. At each turn of the game, the ISR module asks the speaker to say a word, the speaker pronounces
identifying speaker with the environment to maximize its cumulative reward [3]. In reinforcement learning, as explained in the next section.

Retrieve speakers. The enquirer can hence be trained through supervised learning, i.e., by randomly sampling words to retrieve speakers in its training data. Once the enquirer’s goal is to pick the word that maximizes the guesser’s state in the environment, as detailed in subsection 4.3, before asking the next word.

2.2. Game notation

A game is composed of a list of $K$ guests characterized by their voice print $g = \{g_i\}_{i=1}^K$ where $g$ is a subset of a larger group of registered guests $\mathcal{G}$ of size $G$, and a predefined vocabulary $V$ of size $V$. The ISR module aims at building a list of words $w = \{w_t\}_{t=1}^T \in V$ to be uttered by the speaker. The uttered version of $w$ is $x = \{x_t\}_{t=1}^T$, where $x_t$ is the representation of the word $w_t$ pronounced by the speaker. Note that, for a given $w$, $x$ differs from one speaker to another.

2.3. Modelling the Speaker Recognition Module

From a machine learning perspective, we aim to design an ISR module that actively builds an internal speaker representation to perform voice print classification. As further discussed in subsection 4.2, this setting differs from standard SR methods that rely on generic but often long utterances [8]. In practice, we can split this task into two sub-modules: 1) an interactive module that queries the speaker to build the representation, and 2) a module that performs the voice print classification. In the following, we refer to these modules as enquirer and guesser.

Formally, the guesser must retrieve the speaker in a list of $K$ guests characterized by their voice print $g^1 \in g$ and a sequence of words $x$ uttered by the speaker $g^2 \in g$. Thus, the guesser has to link the speaker’s uttered words to the speaker’s voice print. The enquirer must select the next word $w_{t+1} \in V$ that should be pronounced by the speaker given a list of $K$ guests and the sequence of $t$ previously spoken words $\{x_t\}_{t=1}^T$. Thus, the enquirer’s goal is to pick the word that maximizes the guesser’s success rate. Therefore, the ISR module first queries the speaker with the enquirer. Once the $T$ words are collected, they are forwarded to the guesser to perform the speaker retrieval. In practice, this artificial split allows training the guesser with vanilla supervised learning, i.e., by randomly sampling words to retrieve speakers. The enquirer can hence be trained through reinforcement learning, as explained in the next section.

3. Speaker Recognition as a RL Problem

Reinforcement Learning addresses the problem of sequential decision making under uncertainty, where an agent interacts with the environment to maximize its cumulative reward [3]. In this paper, we aim at maximizing the guesser success ratio by allowing the enquirer to interact with the speaker, which makes RL a natural fit to solve the task. In this section, we thus provide the necessary RL terminology before relating the enquirer to the RL setting and defining the optimization protocol.

3.1. Markov Decision Process

In RL, the environment is modeled as a Markov Decision Process (MDP), where the MDP is formally defined as a tuple $\{S, A, P, R, \gamma\} [7, 9]$. At each time step $t$, the agent is in a state $s_t \in S$, where it selects an action $a_t \in A$ according to its policy $\pi : S \rightarrow A$. The agent then moves to the state $s_{t+1}$ according to a transition kernel $P$ and receives a reward $r_t = r(s_t, a_t)$ drawn from the environment’s reward function $R : S \times A$. In this paper, we define the enquirer as a parametric policy $\pi_\theta$ where $\theta$ is a vector of neural network weights that will be learnt with RL. At the beginning of an episode, the initial state corresponds to the list of guests: $s_0 = \{G\}$. At each time step $t$, the enquirer picks the action $a_t$ by selecting the next word to utter $w_t$, where $w_t \sim \pi_\theta(s_t)$. The speaker then pronounces the word $w_t$, which is processed to obtain $x_t$ before being appended to the state $s_{t+1} = s_t \cup \{x_t\}$. After $T$ words, the state $s_T = \{g, x\}$ is provided to the guesser. The enquirer is rewarded whenever the guesser identifies the speaker, i.e., $r(s_t, a_t) = 0$ if $t < T$ and $r(s_T, a_T) = \|\arg\max_{s} p(g_a | x_T) = g^*\|$ where $\|$ is the indicator function.

3.2. Enquirer optimization Process

In RL, policy search aims at learning the policy $\pi_{\theta^*}$ that maximizes the expected return by directly optimizing the policy parameters $\theta$. More precisely, we search to maximize the mean value defined as $J(\theta) = E_{\pi_\theta} \left[ \sum_{t=1}^T \gamma^{t-1} r(s_t, a_t) \right]$. To do so, the policy parameters are updated in the direction of the gradient of $J(\theta)$. In practice, direct approximation of $\nabla J(\theta)$ may lead to destructively large policy updates, may converge to a poor deterministic policy at early training and it has a high variance. In this paper, we thus use the recent Proximal Policy Optimization approach (PPO) [10]. PPO clips the gradient estimate to have smooth policy updates, adds an entropy term to soften the policy distribution [11], and introduce a parametric baseline to reduce the gradient variance [10, 12].

4. Experimental Protocol

We first detail the data we used to create the ISR game before describing the speech processing phase. Finally, we present the neural training procedure.

4.1. Dataset

We build the ISR game using the TIMIT corpus [13]. This dataset contains the voice recordings of 630 speakers with eight different accents. Each speaker uttered ten sentences, where two sentences are shared among all the speakers, and the eight others differ. Sentences are encoded as 16-bit, 16kHz waveforms. First, we define the ISR vocabulary by extracting the words of the two shared sentences, so the enquirer module may always request these words whatever the target speaker. In total, we obtained twenty distinct words such as dark, year, carry while dropping the uninformative specifier a. Second, we use the eight remaining sentences to build the speakers’ voice print.
4.2. Audio Processing

Following [8, 14, 15], we first down-sample the waveform to 8kHz before extracting the Mel Frequency Cepstral Coefficient (MFCC). We use MFCCs of dimension 20 with a frame-length of 25ms, mean-normalized over a sliding window of three seconds. We then process the MFCCs through a pre-trained X-Vector network to obtain a high-quality voice embedding of fixed dimension 128, where the X-Vector network is trained on augmented Switchboard [16], Mixer 6 [17], and NIST SREs [18]. To get the spoken word representation (word that the enquirer will query), we split the two shared sentences of every speaker, i.e. $p(w_{t+1} | x_1, \ldots, x_1, g) = \text{softmax}(\text{MLP}([\hat{x}_t, g]))$. The enquirer is trained by maximizing the reward encoded as the guessed success ratio with PPO [10]. We use the ADAM optimizer [23] with a learning rate of 5e-3 and gradient clipping of 0.2. We performed 80k episodes of length $T = 3$ steps and $K = 5$ random guests. When applying PPO, we use an entropy coefficient of 0.01, a PPO clipping of 0.2, a discount factor of 0.9, an advantage coefficient of 0.95, and we apply four training batches of size 512 every 1024 transitions.

5. Experiments

We run all experiments over five seeds, and report the mean and one-standard deviation when not specified otherwise.

5.1. Guesser Evaluation

In this section, we evaluate the guesser accuracy in different settings. As mentioned, we opt to request $T = 3$ words to identify the speaker among $K = 5$ guests. In this default setting, a random policy has a success ratio of 20%, whereas the neural model reaches 74.1% ± 0.2 on the test set. As the guesser is trained on random words, these scores may be seen as an ISR lower-bound for the enquirer, which would later refine the word selection toward improving the guesser success ratio. Thus, this setting shows an excellent ratio between task difficulty and guesser initial success, allowing to train the enquirer with a relatively dense reward signal.

Word Sweep. We assess the guesser quality to successfully perform speaker recognition when increasing the number of words $T$ in Figure 3a. We observe that a single word only gives 50% speaker retrieval, but the accuracy keeps improving when requesting more words. Noticeably, collecting the full vocabulary only scores up to 97% accuracy.

Guest Sweep. We report the impact of the number of guests $K$ in Figure 3b. The guesser accuracy quickly collapses when increasing the number of guests with $K = 50$ having a 46% success ratio. As the number of words remains small, the guesser experiences increasing difficulty in discriminating the guests. One way to address this problem would be to use a Probabilistic Linear Discriminant Analysis (PLDA) [26] to enforce a discriminative space and explicitly separate the guests based on their class.
In this paper, we introduced the Interactive Speaker Recognition paradigm as an interactive game to improve speaker recognition accuracy while querying only a few words. We formalize it as a Markov Decision Process and train a neural model using Reinforcement Learning. We showed empirically that the ISR model successfully personalizes the words it requests to improve speaker identification, outperforming two non-interactive baselines. Future directions can include: scaling to bigger datasets [30, 31], scaling up vocabulary size [32–34]. Our protocol may go beyond speaker recognition. The model can be adapted to select speech segments in the context of Text-To-Speech training. Interactive querying may also prevent malicious voice generator usage by asking complex words to the generator in a speaker verification setting.
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