SpeechMix - Augmenting Deep Sound Recognition using Hidden Space Interpolations
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Abstract

This paper presents SpeechMix, a regularization and data augmentation technique for deep sound recognition. Our strategy is to create virtual training samples by interpolating speech samples in hidden space. SpeechMix has the potential to generate an infinite number of new augmented speech samples since the combination of speech samples is continuous. Thus, it allows downstream models to avoid overfitting drastically. Unlike other mixing strategies that only work on the input space, we apply our method on the intermediate layers to capture a broader representation of the feature space. Through an extensive quantitative evaluation, we demonstrate the effectiveness of SpeechMix in comparison to standard learning regimes and previously applied mixing strategies. Furthermore, we highlight how different hidden layers contribute to the improvements in classification using an ablation study.

Index Terms: speech recognition, data augmentation, mixup, regularization

1. Introduction

Deep learning has achieved high performance in Speech Recognition tasks \cite{1, 2, 3}. However, these deep neural networks tend to contain millions to billions of parameters, and are thus prone to overfitting, due to a lack of sufficient train data \cite{4}. Techniques proposed for improving model generalization in Speech Recognition mostly fall under data augmentation or regularization methods and have proved to be effective. Some of these include altering the shape or property \cite{5, 6} and generating external data for augmentation \cite{7, 8, 9}.

Mixup \cite{10} is a data-agnostic augmentation technique that constructs virtual training examples by interpolating pairs of training samples from its vicinal distribution. It can be viewed as a data augmentation approach that creates new data samples based on the original training set. Mixup has been demonstrated to work well on image data \cite{10, 11, 12, 13} and text classification \cite{14, 15}. It has also been explored to improve Speech Recognition with methods such as linear interpolations \cite{16, 17, 18}. Recent techniques like Between-Class Learning \cite{19} mix the input signals by taking auditory perception of sounds into account to generate virtual samples. However, these methods have not explored mixing up meaningful regions of the feature space, which proves to be more effective in our work.

We introduce SpeechMix, a data augmentation technique for automatic speech recognition (ASR). It combines the latent representations of two or more samples from a neural model to provide additional training signals. Through experiments, we show improvements of this data augmentation method over standard learning methods that do not employ interpolation based training. More importantly, we also compare it against previous Mixup strategies that only utilize interpolations of the input signals such as the Between-Class learning, and empirically highlight the effectiveness of SpeechMix that owes to capturing a greater breadth of the feature space.

2. Related Work

In this section, we briefly go over existing relevant literature on deep speech recognition networks, data augmentation techniques, and interpolation based regularizers.
2.1. Deep Speech Recognition

Deep learning has been extensively used for speech recognition in the recent past. Piczak [20] proposed to apply CNNs to the log-mel features extracted from raw waveforms. Aytar et al. [7] proposed a sound recognition network using 1-D convolutional and pooling layers named SoundNet and learned the audio feature using a large number of unlabeled videos. Tokozume and Harada [6] proposed a network using both 1-D and 2-D convolutional and pooling layers named EnvNet. Furthermore, Tokozume et al. [19] proposed an architecture called EnvNet-v2, with a higher number of layers and a higher sampling rate. We utilize these diverse and high performing architectures to perform a thorough comparison of our proposed method.

2.2. Data Augmentation for Speech

Similar to any other supervised machine learning task, one of the critical challenges to speech recognition is the lack of adequate voice data. One of the most standard and vital data augmentation methods is cropping [20, 7, 6, 13]. Salamon and Bello [5] proposed the usage of additional training data created by time stretching, pitch shifting, dynamic range compression, and adding background noise chosen from an external dataset. One major disadvantage of adding external data is the quality [21]. SpecAugment [22] is a recent data augmentation technique that consists of warping features, masking blocks of time steps, and masking blocks of frequency channels. Some methods also use acoustic data transformation techniques like audio signal speed alteration [23], applying noises, introduction of artificial reverberation into the records [24]. However, in noise based augmentation methods, the system often ends up learning more about the nature of the noise than the phonetic combinations present in the samples [21].

2.3. Interpolation Based Regularizers

Interpolation-based regularizers like Mixup [19, 11] have been successful for image classification problems, by overlaying two input images and combining image labels as virtual training data and have achieved state-of-the-art performances across a variety of tasks. For speech, in particular, linear interpolations of the input samples have been explored as regularization techniques [16, 17, 18]. Most notably, Tokozume et al. [19] have explored a mixing strategy called Between-Class learning (BC learning) using the EnvNet-v2 architecture, and surpassed human performance on ESC-50 dataset [25].

We present our work within the same settings as Tokozume et al. [19]. We demonstrate how SpeechMix, a mixing strategy that utilizes the interpolation of hidden states, outperforms BC learning, and standard learning regimes throughout the experimental setup.

3. Methodology

In BC learning [19], mixup occurs in training examples before they are sent as input to the model. SpeechMix augments BC learning by employing mixup of hidden states as shown in Figure 1. We will describe how this is achieved and why this approach warrants a performance improvement over BC learning.

3.1. SpeechMix

The main idea of Mixup [10] is that given two labeled data points \((x_i, y_i)\) and \((x_j, y_j)\), where \(x_i\) and \(x_j\) are two samples of different classes randomly selected and \(y_i\) and \(y_j\) are the one-hot representation of the label. The algorithm creates virtual training samples by linear interpolation:

\[
\bar{x} = mix(x_i, x_j) = r x_i + (1-r)x_j \tag{1}
\]

\[
\bar{y} = mix(y_i, y_j) = r y_i + (1-r)y_j \tag{2}
\]

where \(r \sim U(0, 1)\) is the mixing ratio and \(\bar{y}\) is defined as the mixed label. Models that take these virtual training samples are usually trained to output the mixed label. When it comes to sound data, the Equation (3) should be adopted as a replacement of Equation (1) since it takes into account the relationship between energy and amplitude, i.e., sound energy is proportional to the square of the amplitude:

\[
\bar{x} = mix(x_i, x_j) = \frac{rx_i + (1-r)x_j}{\sqrt{r^2 + (1-r)^2}} \tag{3}
\]

The mixup formula used in BC learning is derived by taking auditory perceptions of sound into account [19]. The mixing ratio \(r\) is transformed into the sound mixing ratio \(p\) and the mixup method is updated as follows:

\[
\begin{align*}
\text{mix}(x_i, x_j) &= \frac{p x_i + (1-p)x_j}{\sqrt{p^2 + (1-p)^2}} \tag{4}
\end{align*}
\]

where \(p = \frac{1}{1 + 10^{\frac{\text{dB} - \text{dB}_0}{\text{ref}}}}\), \(\text{dB}\) and \(\text{dB}_0\) are the sound pressure levels of \(x_i\) and \(x_j\) in \(\text{dB}\). These are calculated via A-weighting [27].

We propose SpeechMix, where the neural network is trained on interpolations of the hidden states. Let \(g(.\), \(\theta\) denote the classification model used, where \(\theta\) denotes the model parameters. Assuming this model has \(M\) layers, we choose to mix the hidden representations at the \(m\)-th layer, \(m \in [0, M]\). These interpolated hidden representations at layer \(m\) are fed to the upper layers using the previously discussed mixup strategy. Mathematically the \(m\)-th layer is denoted as \(g_m(.\), \(\theta\), hence the hidden representation of the \(m\)-th layer is \(h_m = g_m(h_{m-1}, \theta)\). The 0-th layer is considered as the input layer. Hence, for two samples \(x_i\) and \(x_j\), \(h_0 = x_i\), \(h_1 = x_j\) and the following hidden representations are as follows:

\[
\begin{align*}
\text{h}_l^1 &= g_l(h_{l-1}, \theta), l \in [1, m] \tag{5} \\
\text{h}_l^2 &= g_l(h_{l-1}^1, \theta), l \in [1, m] \tag{6}
\end{align*}
\]

These hidden representations at the \(m\)-th layer are mixed using equation (4). We denote this mixed representation as \(\tilde{h}_m\). Mixup at the \(m\)-th layer is thus defined as follows:

\[
\tilde{h}_m = \frac{p h_m^1 + (1-p)h_m^2}{\sqrt{p^2 + (1-p)^2}} \tag{7}
\]

The continued forward pass after the mixed hidden representation has been generated is defined as follows:

\[
\tilde{h}_l = g_l(\tilde{h}_{l-1}, \theta), l \in [m + 1, M] \tag{8}
\]

The layers chosen for mixup are denoted by \(S\) where \(S = \{S_1, S_2, \ldots\}\) where each \(S_i \in [0, M]\). The layer \(m\) where mixup occurs is chosen randomly from \(S\) with equal probability given to each layer in \(S\) and sampled separately for each pair of examples that are mixed.
3.2. Optimization

We denote \( n \) as the number of samples in a mini-batch, \( r \) as the mixing ratio, \( m \) as the layer at which mixup occurs and \( S \) as the set of layers eligible for mixup. For each mini-batch, \( m \) is sampled randomly from \( S \). We consider two random mini-batches \( \{x_i, y_i\} \) and \( \{x_j, y_j\} \) of data. These two mini-batches undergo the SpeechMix process as described above in Equations (7) and (8) respectively. The mixed label is calculated as:

\[
\tilde{y} = \frac{\sum_{i=0}^{n} y_i^r \cdot \text{softmax}(\tilde{h}_M^r)}{\sum_{i=0}^{n} \text{softmax}(\tilde{h}_M^r)}
\]

where \( c \) is the number of classes.

3.3. Probing SpeechMix: Why does it work?

Mixing of sounds in the input layer physically makes sense as humans can recognize two sounds and perceive which sound is more prominent in a digitally mixed sample. However, we also need to take into account how the machine perceives mixed data. CNNs can learn features directly from raw waveforms which is evident by their ability to filter out frequencies [6, 26, 28]. Therefore their activations encode higher level information. We could think of lower level activations of a DNN as speaker-adapted features [29], while the upper layer activations could be thought of as performing class-based discrimination. SpeechMix utilizes interpolations of hidden layers by adding them as training signals, which helps us use these features to regularize our classification model better. All points not observed during training that are in-between the class-representations end up being assigned low-confidence scores [11]. This obtains smoother decision boundaries at multiple levels of representation in the neural network. Hence, mixing of upper layers’ activations rather than just the input layer will lead to a smoother decision boundary in that feature space.

### 4. Experiments

#### 4.1. Dataset and Preprocessing

We used ESC-50, ESC-10 [25], and UrbanSound8K [5] to train and evaluate the models, of which the statistics are summarized in Table 2. We pre-process the data as follows [19]:

Let \( T \) be the input length of a network. In the training phase, the sound is padded with \( T/2 \) seconds of zeros on each side. A \( T \) second section is then randomly cropped from the padded sound. In the testing phase, \( T/2 \) seconds of zeros was added as padding on each side of the sound. In contrast to the train-

### Table 1: Comparison between Standard Learning, BC Learning and SpeechMix using error rates(%). We performed 5-fold cross validation on ESC-10 and ESC-50 to show the standard error.

<table>
<thead>
<tr>
<th>Model</th>
<th>Learning</th>
<th>ESC - 50</th>
<th>ESC - 10</th>
<th>UrbanSound</th>
</tr>
</thead>
<tbody>
<tr>
<td>SoundNet5 [7]</td>
<td>Standard Learning</td>
<td>33.8 ± 0.2</td>
<td>16.4 ± 0.8</td>
<td>33.3</td>
</tr>
<tr>
<td></td>
<td>BC Learning</td>
<td>27.4 ± 0.3</td>
<td>13.9 ± 0.4</td>
<td>30.2</td>
</tr>
<tr>
<td></td>
<td>SpeechMix (Ours)</td>
<td><strong>25.6 ± 0.2</strong></td>
<td><strong>11.6 ± 0.3</strong></td>
<td><strong>27.4</strong></td>
</tr>
<tr>
<td>M18 [26]</td>
<td>Standard Learning</td>
<td>31.5 ± 0.5</td>
<td>18.2 ± 0.5</td>
<td>28.8</td>
</tr>
<tr>
<td></td>
<td>BC Learning</td>
<td>26.7 ± 0.1</td>
<td>14.2 ± 0.9</td>
<td>26.5</td>
</tr>
<tr>
<td></td>
<td>SpeechMix (Ours)</td>
<td><strong>24.3 ± 0.2</strong></td>
<td><strong>12.4 ± 0.5</strong></td>
<td><strong>25.1</strong></td>
</tr>
<tr>
<td>EnvNet [6]</td>
<td>Standard Learning</td>
<td>29.2 ± 0.1</td>
<td>12.8 ± 0.4</td>
<td>33.7</td>
</tr>
<tr>
<td></td>
<td>BC Learning</td>
<td>24.1 ± 0.2</td>
<td>11.3 ± 0.6</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td>SpeechMix (Ours)</td>
<td><strong>22.5 ± 0.3</strong></td>
<td><strong>9.3 ± 0.4</strong></td>
<td><strong>26.5</strong></td>
</tr>
<tr>
<td>PiczakCNN [20]</td>
<td>Standard Learning</td>
<td>27.6 ± 0.2</td>
<td>13.2 ± 0.4</td>
<td>25.3</td>
</tr>
<tr>
<td></td>
<td>BC Learning</td>
<td>23.1 ± 0.3</td>
<td>9.4 ± 0.4</td>
<td>23.5</td>
</tr>
<tr>
<td></td>
<td>SpeechMix (Ours)</td>
<td><strong>22.1 ± 0.3</strong></td>
<td><strong>8.4 ± 0.2</strong></td>
<td><strong>22.1</strong></td>
</tr>
<tr>
<td>EnvNet-v2 [6]</td>
<td>Standard Learning</td>
<td>25.6 ± 0.3</td>
<td>14.2 ± 0.8</td>
<td>30.9</td>
</tr>
<tr>
<td></td>
<td>BC Learning</td>
<td>18.2 ± 0.2</td>
<td>10.6 ± 0.6</td>
<td>23.4</td>
</tr>
<tr>
<td></td>
<td>SpeechMix (Ours)</td>
<td><strong>16.2 ± 0.3</strong></td>
<td><strong>8.5 ± 0.4</strong></td>
<td><strong>21.6</strong></td>
</tr>
<tr>
<td>EnvNet-v2 + Augmentation</td>
<td>Standard Learning</td>
<td>21.2 ± 0.3</td>
<td>10.9 ± 0.6</td>
<td>24.9</td>
</tr>
<tr>
<td></td>
<td>BC Learning</td>
<td>15.1 ± 0.2</td>
<td>8.6 ± 0.1</td>
<td>21.7</td>
</tr>
<tr>
<td></td>
<td>SpeechMix (Ours)</td>
<td><strong>13.1 ± 0.2</strong></td>
<td><strong>7.1 ± 0.1</strong></td>
<td><strong>20.8</strong></td>
</tr>
<tr>
<td>Human</td>
<td></td>
<td>18.7</td>
<td>4.3</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 2: Statistics of sound classification datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Classes</th>
<th>Samples</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>UrbanSound8k</td>
<td>10</td>
<td>8732</td>
<td>9.7 hours</td>
</tr>
<tr>
<td>ESC-50</td>
<td>50</td>
<td>2000</td>
<td>2.8 hours</td>
</tr>
<tr>
<td>ESC-10</td>
<td>10</td>
<td>400</td>
<td>33 min</td>
</tr>
</tbody>
</table>


ing phase, 10 $\mathbb{T}$ second sections were cropped from the padded sound at regular intervals. These 10 crops then act as the input to the network, and the outputs are combined via average pooling. Input data was regularized into a range of $-1$ to $+1$ by dividing it by 32,768, that is, the full range of 10-bit recordings.

4.2. Sound Classification Models

We compare SpeechMix with Standard Learning and BC Learning strategies[19] on various types of strong sound recognition models to show its general effectiveness. EnvNet [6] is an end-to-end CNN for classification of environmental sounds. A fixed $\mathbb{T}$ second section of sound data sampled at 16 kHz is classified and is fed in as raw waveforms. The direction of convolution is switched in between, making the network convolve in both time and frequency. EnvNet-v2 [19] is an extension of EnvNet. It is the same architecture but with a higher number of convolution layers and a higher sampling rate of 44kHz for the data. SoundNet 5 [7] has a deep convolution architecture which transfers discriminative knowledge from visual recognition networks into sound networks. M18 [26] is a very deep CNN that directly uses time-domain waveforms as input. It can efficiently optimize over very long sequences. PiczakCNN [20] is a CNN applied to two or three channels of data. The channels consist of the arrangement of log-mel features along the time axis, delta log-mel features i.e. the first temporal derivative of the (static) log-mel features.

4.3. Experimental Settings

We use the same hyperparameters as described by [19]. That is, we use Nesterovs accelerated gradient using a momentum of 0.9, weight decay of 0.0005, and mini-batch size of 64. We then use this setup for SpeechMix and BC learning to train it for twice the number of epochs compared with that in the Standard Learning. We also perform a 5-fold cross validation on the ESC-10 and ESC-50 datasets to show standard error rates (%). Scale augmentation with a factor randomly selected from $[0.8, 1.25]$ is used along with gain augmentation with a factor randomly selected from $[-6dB, +6dB]$. Scale augmentation is performed with EnvNet-v2 before zero padding using linear interpolation, and gain augmentation was performed just before inputting to the network.

4.4. Results

The results are summarized in Table 1. The proposed SpeechMix improves performance across all datasets and all architectures. Our best performing model is the Env-Net-v2 coupled with Augmentation (mentioned in Section 4.3) and SpeechMix. We obtain the highest relative improvements on the ESC-10 dataset, across all models. EnvNet-v2 combined with SpeechMix shows the highest improvement as compared to BC learning (19.8%) and standard learning (40.2%). Furthermore, for ESC-50 and UrbanSound8K, we obtain relative improvements of 10.98% and 7.69%.

Table 1 also highlights how SpeechMix complements existing data augmentation techniques. We obtain a % increase of 13.2%, 8.06% and 4.14% on ESC-50, ESC-10 and UrbanSound respectively. We also surpass human performance on ESC-50 by 42.7%. We empirically elucidate how a linear combination of higher level features helps in learning better class of representations irrespective of the model or dataset.

4.5. Ablation Study

Mixup Strategy: We compare different mixup formulae such as Mixup (Equation 1), BC learning (Equation 4) and SpeechMix (Equation 7). As shown in Table 3, accounting for the deeper activations using SpeechMix has a significant contribution to the performance.

SpeechMix Layers Set: When using SpeechMix, we randomly select a layer to perform mixup from a set of layers $S$. We investigate different sets of layers $S$ for SpeechMix using EnvNet-v2 on ESC-10 and ESC-50 datasets and results are shown in Table 3. In our experiments for SpeechMix, the layers for mixing were: input (layer 0), the output from first max-pool (layer 1), second max-pool (layer 2), third max-pool (layer 3) and the fourth max-pool (layer 4). When no mixup is performed, the model error rate for ESC-50 and ESC-10 was 25.6% and 14.2% respectively. Our model achieves the best performance at $\{1, 2, 3\}$. This set of layer learns discriminative features such as frequency response which is quite similar to human perception [19].

Table 3: Ablation analysis with EnvNet-v2 on ESC-50 and ESC-10. We report the average error rate of 5 trials.

<table>
<thead>
<tr>
<th>Comparison of</th>
<th>Setting</th>
<th>Error rates (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ESC50</td>
<td>ESC10</td>
</tr>
<tr>
<td></td>
<td>SpeechMix (Ours)</td>
<td><strong>16.2</strong></td>
</tr>
<tr>
<td>SpeechMix Layers</td>
<td>${0}$</td>
<td>18.2</td>
</tr>
<tr>
<td></td>
<td>${0, 1}$</td>
<td>18.2</td>
</tr>
<tr>
<td></td>
<td>${0, 1, 2}$</td>
<td>17.9</td>
</tr>
<tr>
<td></td>
<td>${0, 1, 2, 3}$</td>
<td>16.5</td>
</tr>
<tr>
<td></td>
<td>${0, 1, 2, 3, 4}$</td>
<td>18.1</td>
</tr>
<tr>
<td></td>
<td>${}$</td>
<td>16.3</td>
</tr>
<tr>
<td></td>
<td>${1, 2}$</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>${1, 2, 3}$</td>
<td><strong>16.2</strong></td>
</tr>
<tr>
<td></td>
<td>${1, 2, 3, 4}$</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td>${2}$</td>
<td>18.75</td>
</tr>
<tr>
<td></td>
<td>${2, 3}$</td>
<td>18.25</td>
</tr>
<tr>
<td></td>
<td>${2, 3, 4}$</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td>${3}$</td>
<td>18.75</td>
</tr>
<tr>
<td></td>
<td>${3, 4}$</td>
<td>18.25</td>
</tr>
<tr>
<td></td>
<td>Standard Learning</td>
<td>25.6</td>
</tr>
</tbody>
</table>

5. Conclusion

We proposed SpeechMix a data augmentation and regularization method for deep sound recognition. SpeechMix is a generalization of BC learning as it interpolates latent representations of hidden states. We validate the effectiveness of SpeechMix as a regularizer and show improvement across various architectures on datasets of different scale and class distributions. We demonstrate that SpeechMix learns a better discriminative feature space over existing augmentation approaches.
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