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Abstract

Dementia is a neurodegenerative disease that leads to cognitive and (eventually) physical impairments. Individuals who are affected by dementia experience deterioration in their capacity to perform day-to-day tasks thereby significantly affecting their quality of life. This paper addresses the Interspeech 2020 Alzheimer’s Dementia Recognition through Spontaneous Speech (ADReSS) challenge where the objective is to propose methods for two tasks. The first task is to identify speech recordings from individuals with dementia amongst a set of recordings which also include those from healthy individuals. The second task requires participants to estimate the Mini-Mental State Examination (MMSE) score based on an individual’s speech alone. To this end, we investigated characteristics of speech paralinguistics such as prosody, voice quality, and spectra as well as VGGish based deep acoustic embedding for automated screening for dementia based on the audio modality. In addition to this, we also computed deep text embeddings for transcripts of speech. For the classification task, our method achieves an accuracy of 85.42% compared to the baseline of 62.50% on the test partition, meanwhile, for the regression task, our method achieves an RMSE = 4.30 compared to the baseline of 6.14. These results show the promise of our proposed methods for the task of automated screening for dementia based on speech alone.
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1. Introduction

Dementia is an umbrella term for diseases which causes significant and continual cognitive and physical impairments. Individuals who are affected by dementia experience decline in language, thinking ability, and memory along with deterioration in their ability to perform day-to-day tasks in order to take care of themselves at a level which is beyond what is expected for age. According to the World Health Organization (WHO), there are around 50 million people worldwide who suffer from dementia and this number is increasing, with 10 million new cases every year [1]. Although there are various causes of dementia, Alzheimer’s disease is the most prominent one, accounting for 60 – 70% of total cases [1]. Alzheimer’s disease is also known to adversely affect the mental health of care givers [2] such that they may require psychiatric interventions themselves.

It is known that cognitive impairments such as those caused by dementia affect the speech production system [3]. In [4], Yu et al. reported the use of vocal biomarkers for prediction of cognitive decline in the elderly population. They investigated the efficacy of a variety of acoustic features such as pitch variance, syllable rate, phoneme-based measures, and formant-based articulatory coordination features for automated cognitive impairment diagnosis. Ivanov et al. [5] developed phoneme-conditioned statistical models for cognitive impairment diagnosis and found them to be useful for the task at hand. Fraser et al. [6] consider a large number of features (370 in total) such as part-of-speech information, grammatical constituents, and vocabulary richness to capture linguistic phenomena which can identify subjects with dementia amongst a corpus which also includes healthy subjects. Luz et al. [7] used turn-taking patterns, speech rate, and other speech parameters which are essentially “content-free” for Alzheimer’s disease recognition and report that their method achieves better accuracy than lexical, syntactic and semantic features.

In [8], Mirheidari et al. explored the use of word vector representations based on word2vec and GloVe embeddings for dementia recognition based on speech-transcripts and reported high accuracy. The authors hypothesized that since these embeddings can capture the semantics and syntax of words in a text, they will be useful for detecting diminished articulation from subjects with dementia. Haider et al. [9] investigate the efficacy of various types of speech paralinguistic features for voiced based screening from spontaneous speech. We find that the ADReSS challenge baseline closely follows the methodology proposed in [9].

In this paper, we propose methods for speech based screening of Alzheimer’s dementia. To this end, we first train machine learning models which seek to model differences in characteristics of speech paralinguistics between subjects with dementia and those from the control group. Next, we conduct an exploratory analysis to generate numerical representations for speech transcripts based on recently developed deep language models. Our proposed models perform significantly better than the ADReSS challenge baselines for classification and regression tasks.

2. Dataset

The dataset for the Interspeech 2020 ADReSS challenge consists of speech recordings elicited for the Cookie Theft picture description task from the Boston Diagnostic Aphasia Exam [10]. This data was explicitly balanced by the organizers in terms of age, gender, and the distribution of labels between the training and test partitions in order to minimize the risk of bias in the prediction tasks. The dataset has labels for machine learning tasks of binary classification and regression. As the name suggests, labels for the binary classification include Alzheimer’s dementia and healthy control, whereas the labels for the regression task are Mini-Mental State Examination (MMSE) scores [11] which provide a means for dementia diagnosis based on linguistic tests. For further details regarding the dataset, we refer the reader to the ADReSS challenge baseline paper [12].
3. Methodology

As part of our investigation into automated recognition of dementia with spontaneous speech as the input, we follow a two-pronged approach which includes voice-based screening and speech transcripts based screening as illustrated in Figure 1. For voice-based screening, we investigate the efficacy of acoustic features which are known to represent paralinguistic characteristics of prosody, voice quality, and spectra. Such categorization has previously proved to be useful for automated recognition of depression [13, 14] and bipolar disorder [15].

Meanwhile, our work on speech-transcripts based screening is largely exploratory such that we investigate the efficacy of deep language embeddings such as Bidirectional Encoder Representations from Transformers (BERT) [16] and its derivatives for generating a numerical representation of speech-transcripts.

3.1. Voice based screening

Here, we hypothesize that subjects with dementia have unique characteristics to their voice, given that the disease causes cognitive impairments, which can be quantified using acoustic descriptors of speech-paralinguistics. Following the approach of Horwitz et al. [13] for depression recognition, we propose to investigate the efficacy of acoustic features which characterize prosody, voice quality, and voice spectra. Prosody defines patterns of stress and intonation and is likely to be affected due to cognitive impairments. Voice quality analysis seeks to quantify changes at the vocal source level (glottis). It has been shown that the perceptual quality of voice changes on a scale between breathy and tense depending on the available cognitive resources [17]. Finally, acoustic descriptors of voice spectra have the potential to provide vital insights into muscular changes due to dementia at the vocal-tract level.

To this end, we compute prosody, voice quality, and spectral features using the openSmile [18] and COVAREP [19] toolkits. These toolkits have become the standard tools for computation of acoustic features for tasks related to social signal processing. These are not only open source but also freely available for academic research. In addition to the mentioned features, we use the (a) ComParE-2016 feature-set, (b) IS10-Paralinguistics feature-set, and (c) VGGish acoustic embeddings as part of our investigation of acoustic descriptors. The Computational Paralinguistics Challenge 2013 feature set (ComParE) is a brute-force feature set which has proved to be useful for a variety of speech paralinguistic tasks and is regularly used to set a baseline for Interspeech ComParE challenges [20, 21, 22]. The most recent version of the ComParE feature set was released as part of the 2016 edition of the ComParE challenge. The IS10-Paralinguistics feature set was introduced as part of the 2010 edition of Interspeech ComParE challenge and can be considered as a low-dimensional alternate to the ComParE feature set (6373 features vs 1582 features). Recently, we have found this feature set to be useful for tasks related to the recognition of bipolar disorder from speech [15] and emotion recognition [23]. Finally, we use VGGish embeddings [24] since they provide an alternative to domain-knowledge features such as those computed using openSmile and COVAREP toolkits.

The six types of acoustic features are computed as low-level-descriptors which means that they only represent the acoustic characteristics of a small chunk of the audio file. There is a need for these features to be aggregated using an appropriate method in order to generate a global acoustic representation for the speech recording. For this purpose, we use three types of feature aggregation methods: (a) functionals of descriptive statistics, (b) Bag-of-Audio-Words (BoAW), and (c) Fisher Vector encoding. These feature aggregation approaches are relatively well known in the research community and (mainly due to a requirement of brevity here) we refer the reader to [25, 26, 27, 28, 29] for details.

3.2. Screening based on Speech-Transcripts

The availability of speech transcripts provides a second modality which can be used alongside voice for the development of a multimodal framework for automated screening for dementia. This has been our objective, as illustrated in Figure 1. To this end, we conduct an exploratory analysis in order to determine the efficacy of pre-trained embeddings from deep language models for the task at hand. It must be mentioned here that these embeddings have already been shown to be useful for a large variety of tasks in the field of natural language processing [30, 31]. More specifically, we compute embeddings from eight models i.e. BERT base cased, BERT large cased, BERT large uncased, distilbert cased, distilbert uncased, distilroberta base, roberta base, and the biomed roberta base using the HuggingFace Transformers library [32]. These embeddings are computed for each word of every transcript. In order to generate a transcript-level representation for transcripts we use four types of pooling functions which are average pooling (AvgPool), maximum value pooling (MaxPool), outlier-robust percentile-based range pooling (RangePool), and the coefficient of deviation (StdDevNormPool). The resultant feature vector is passed down to the machine learning pipeline as shown in Figure 1.

4. Experiments and Results

In this section, we present results for our experiments on speech based screening for Alzheimer’s dementia. We used two types of algorithms each in order to predict labels for the classification and regression tasks. For the classification task, we used support vector machine classifier with a linear kernel (SVC) and logistic regression classifier. A grid search was carried out to optimize the model using leave-one-subject-out (LOSO) cross-validation whilst using the training partition. The optimization parameter complexity was tuned for both of these methods between a logarithmically-spaced range of $10^{-7}$ and $10^{3}$. For the regression task, we used support vector machines based regression (SVR) (again with a linear kernel) whose hyperparameters were tuned using the same method as the classifier. In addition to SVR, we used a partial least squares regressor (PLSR) which has been shown to be useful for tasks related to speech paralinguistics [33]. A grid search was carried out to optimise the number of components for PLSR between 1 and 20. The results summarized in this section report the best performing models.

4.1. Voice based screening

A summary of classification results for voiced based screening has been provided in Table 1, where one finds that the IS10-Paraling-BoAW model achieves the highest classification accuracy of the training partition with 76.85%, which is significantly better than the challenge baseline of 56.50%. This result is closely followed by the VGGish-BoAW model which achieves the second-best performance with an accuracy of 75.00%. Furthermore, the best performing models for Prosody, Voice Quality, and Spectra achieve a classification accuracy of 67.59%, 72.22%, and 71.30% respectively. This suggests that demen-
tia may cause changes at voice source and vocal tract level, although a detailed investigation across datasets is required to support this observation. The best performing model based on ComParE features achieves an accuracy of 69.44%. It is important to note that all of these models achieve a better performance than the challenge baseline. The most interesting result from this table is that VGGish features provide better accuracy than most models trained on domain-knowledge based acoustic features such as Prosody features, Voice Quality features, Spectral features, and the ComParE features.

Table 1 also provides a summary of results for the regression task. Here one finds that the best performing model i.e. VGGish-BoAW achieves an RMSE = 5.95 which is better than the challenge baseline of 7.28. Furthermore, while MAE metric was not provided as part of the ADReSS challenge baseline, we find that the VGGish-FV BoAW model also achieves the smallest MAE of 4.49. These results are particularly interesting since they show that deep-learning based acoustic embedding can achieve a better performance than domain-knowledge based features and compliments our observation from the classification task. The performance of VGGish-BoAW is closely followed by BoAW and FV models based on IS10-Paralinguistic features. These models achieve an RMSE = 6.02 and RMSE = 6.04 respectively. The ComParE-FV model also achieved an RMSE = 6.04. Amongst the models which explicitly focus on characteristics of speech paralinguistics, we found that the Voice Quality-BoAW model achieved the smallest RMSE of 6.22, the Spectra-BoAW model achieved an RMSE = 6.12, and the Prosody-functionals model achieved an RMSE = 7.17 – all of these models achieve a smaller RMSE than the challenge baseline. This shows that modelling speech paralinguistics for recognition of dementia speech has promise, although, if the aim is to minimize the error between MMSE scores then the VGGish features with BoAW feature aggregation should be chosen.

4.2. Screening based on speech-transcripts

In Table 2 we provide a summary of classification results for the top-10 performing models based on text modality. Here, one can observe a notable improvement in the classification accuracy as compared to the challenge baseline accuracy of 62.5%, although it needs to be reminded that the challenge baseline was computed using audio modality \(^1\). The best performing model

\(^1\)A text modality baseline was added in the final version of the baseline paper with a classification UAR for train/test = 77.00%/75.00%
4.3. Predictions for the test partition

The ADReSS challenge baseline for the test partition is 62.50% and each participant has five attempts at predicting the labels of the test partition. A summary of the baseline and our results for the classification task is provided in Table 4. For our first attempt, we use predictions from the biomed roberta base RangePool model which was the best performing model for the training partition by achieving an accuracy of 89.81%. On the test partition, this model achieved an accuracy of 77.08% only which suggests that the model may have overfitted the training partition.

The second attempt used label fusion from the top-5 performing models from the text modality for the training partition (see Table 2). The resultant predictions for the test partition achieved an accuracy of 85.45%. This is not only our best result but also a large improvement from the challenge baseline of 62.50%. Our third attempt used label fusion from the top-5 performing models from the audio modality for the training partition (see Table 1). The resultant predictions for the test partition achieved an accuracy of 64.58% which is slightly better than the challenge baseline, although it does show that the audio modality offers weaker classification performance than the text modality. The fourth attempt used label fusion from the top-5 performing models from audio and text modalities (top-5 from each modality). The resultant predictions for the test partition achieved an accuracy of 79.17% which is an improvement over the results from the first and third attempt. For the final attempt, we used label fusion from the top-10 performing models overall (see Tables 1 and 2). Incidentally, all ten models are based on text modality. The resultant predictions for the test partition achieved an accuracy of 85.45% which is the same as the accuracy achieved by a fusion of top-5 models for text modality.

Similar to the classification task, each participant of the regression task has five attempts at predicting the MMSE scores. The challenge baseline for the regression task is an RMSE = 6.14. Our first attempt used predictions from the BERT base uncased MaxPool model, which was the best model on the training partition with an RMSE = 4.91. We find that this model achieved an RMSE = 4.83 on the test partition. The second attempt used test partition predictions from the VGGish-BoAW model which achieved an RMSE = 5.92 on the training partition but ends up achieving an RMSE = 6.91 on the test partition. This result is poorer than the challenge baseline.

Our third attempt used prediction for the test partition from the BERT base uncased RangePool model. This model was the second-to-best performing model for the training partition by achieving an RMSE = 4.39 and ends up achieving an accuracy of 5.18 on test partition which is still better than the challenge baseline. For the fourth attempt, we submitted the average value of predictions from our first and third attempt, the resultant predictions achieved an RMSE = 4.91 on the test partition. It is important to note that this score is slightly larger than the RMSE achieved from the first attempt. Finally, for our last attempt, we submitted an average of MMSE score predictions for the test partition from the top-10 performing models for the training partition. Interestingly, this setup produced our best RMSE score for the test partition with 4.30. This score easily beats the challenge baseline of 6.14.

Table 2: Summary of results for the top-10 performing models based on text modality for the classification task

<table>
<thead>
<tr>
<th>Feature Class</th>
<th>Pooling meth.</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>biomed roberta base</td>
<td>RangePool</td>
<td>89.81</td>
</tr>
<tr>
<td>roberta base</td>
<td>RangePool</td>
<td>87.96</td>
</tr>
<tr>
<td>distilbert uncased</td>
<td>MaxPool</td>
<td>86.11</td>
</tr>
<tr>
<td>distilbert cased</td>
<td>MaxPool</td>
<td>86.11</td>
</tr>
<tr>
<td>BERT base uncased</td>
<td>MaxPool</td>
<td>86.11</td>
</tr>
<tr>
<td>BERT large uncased</td>
<td>AvgPool</td>
<td>86.11</td>
</tr>
<tr>
<td>BERT base cased</td>
<td>AvgPool</td>
<td>86.11</td>
</tr>
<tr>
<td>biomed roberta base</td>
<td>MaxPool</td>
<td>85.19</td>
</tr>
<tr>
<td>BERT base cased</td>
<td>RangePool</td>
<td>83.19</td>
</tr>
<tr>
<td>BERT large cased</td>
<td>MaxPool</td>
<td>83.19</td>
</tr>
</tbody>
</table>

Table 3: Summary of results for the top-10 performing models based on text modality for the regression task

<table>
<thead>
<tr>
<th>Feature class</th>
<th>Pool meth.</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT base uncased</td>
<td>MaxPool</td>
<td>4.32</td>
<td>3.57</td>
</tr>
<tr>
<td>BERT base uncased</td>
<td>MaxPool</td>
<td>4.39</td>
<td>3.62</td>
</tr>
<tr>
<td>roberta base</td>
<td>AvgPool</td>
<td>4.49</td>
<td>3.48</td>
</tr>
<tr>
<td>BERT large cased</td>
<td>MaxPool</td>
<td>4.49</td>
<td>3.64</td>
</tr>
<tr>
<td>distilbert uncased</td>
<td>MaxPool</td>
<td>4.51</td>
<td>3.70</td>
</tr>
<tr>
<td>allenai biomed roberta base</td>
<td>AvgPool</td>
<td>4.51</td>
<td>3.68</td>
</tr>
<tr>
<td>allenai biomed roberta base</td>
<td>MaxPool</td>
<td>4.55</td>
<td>3.69</td>
</tr>
<tr>
<td>distilbert cased</td>
<td>AvgPool</td>
<td>4.57</td>
<td>3.51</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we investigated the efficacy of speech based automated screening of Alzheimer’s dementia, a disease which significantly deteriorates the quality of life of affected individuals. From voiced based analysis we report that voice quality and voice spectral features perform better than features which characterise speech prosody. However, the best performing model from voice modality was based on VGGish deep acoustic embeddings. Overall, we report that the text modality which is available in the form of speech-transcripts performs the best by achieving an accuracy of 89.91% for the training partition. On training and test partitions, our methods outperformed the challenge baselines for both classification and regression tasks.
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