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Abstract
Building accurate acoustic models for low resource languages is the focus of this paper. Acoustic models are likely to be accurate provided the phone boundaries are determined accurately. Conventional flat-start based Viterbi phone alignment (where only utterance level transcriptions are available) results in poor phone boundaries as the boundaries are not explicitly modeled in any statistical machine learning system. The focus of the effort in this paper is to explicitly model phrase boundaries using acoustic cues obtained using signal processing. A phrase is made up of a sequence of words, where each word is made up of a sequence of syllables. Syllable boundaries are detected using signal processing. The word boundary corresponding to an utterance is spliced at phrase boundaries when it matches a syllable boundary. Gaussian mixture model - hidden Markov model (GMM-HMM) training is performed phrase by phrase, rather than utterance by utterance. Training using these short phrases yields better acoustic models. This alignment is then fed to a DNN to enable better discrimination between phones. During the training process, the phrase boundaries (obtained using signal processing) are restored in every iteration. A relative improvement is observed in WER over the baseline Indian languages, namely, Gujarati, Tamil, and Telugu.  
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1. Introduction

Majority of Indian languages are digitally low resource [1]. Speech interfaces, especially in the vernacular, are enablers in such an environment. Automatic speech recognition (ASR) systems require transcribed speech from many speakers, pronunciation dictionaries, and massive amounts of text data to train statistical language models. In languages like English and Chinese, the amount of digital data available is large [2–4]. This is responsible for robust ASR systems for English and Chinese [5–7]. While building speech systems for Indian languages, the scarcity of the data is a primary concern. Attempts have been made to bootstrap training data for low resource languages [8]. Signal processing cues that are agnostic to the speaker is used in different speech systems to improve the performance [9–14].

A typical ASR system consists of an acoustic model and a language model. The language model is trained using the text data available. The acoustic model is trained using the input acoustic features. Robustness of the acoustic models depends on the accuracy of phone boundaries.

Phones are the most common subword unit for speech modeling. But in most of the cases, only sentence level transcription is available for training the models [2,15,16]. Obtaining accurate phone level alignment is a difficult task. Manual alignment is not only time-consuming but can also be inconsistent as it is difficult to perceive a phone in isolation. In [17], Siniscalchi et al. propose a common set of fundamental units that can be defined “universally” across all spoken languages.

Syllable, the fundamental unit of speech production can be used as an alternative to phone. Syllables have typical spectral and temporal characteristics, and much longer in duration (about 150ms) and can be detected using signal processing. Syllables are also closely related to human speech perception and articulation [18]. Analysis of pronunciation variation at syllable level is observed to be more systematic [19]. Syllable is found to be a robust subword unit for Indian languages [20–22]. Syllable modeling results in the reduction of model parameters as context dependencies are less important for syllable models compared to that of tri-phone models [23, 24].

Syllable boundary detection from the acoustic waveform is comparatively easy since a syllable is characterized by an onset, nucleus, and coda as shown in Figure 1. Group delay (GD) based techniques have been shown to give robust syllable boundaries for Indian languages [9–12].

In this work, first, energy and spectral flux are used to obtain reliable syllable boundaries. The initial mono phone training is restricted to phrases to create robust models. As the phone boundaries are not explicitly modeled in a deep neural network (DNN) system, the boundaries (obtained using spectral cues) are restored using an iterative correction approach.

The rest of the paper is organized as follows. Section 2 details the spectral cues used for detecting syllable boundaries. The proposed system is explained in Section 3. The experiments conducted are detailed in Section 4. The work is concluded in Section 5.
2. Spectral cues

A syllable is of the form C*VC*, where C is a consonant and V is a vowel. A syllable consists of three parts - onset, nucleus, and coda. The onset and coda consist of consonants whereas nucleus is a vowel. A syllable consists of one or more phones. Owing to co-articulation in continuous speech, it is more difficult to distinguish phone transitions than syllable transitions [25]. It is easier to obtain syllable boundaries than phone boundaries. The region of vowels in syllables corresponds to more energy and duration than that of consonants. Boundaries of syllables correspond to low energy region. Short term energy (STE) can be used as an acoustic cue to obtain syllable boundaries. But STE cannot be used directly due to local fluctuations in energy [Figure 1]. STE can be made to resemble magnitude spectrum of any real signal, and GD based processing can be applied to obtain the syllable boundaries. GD function can be applied to minimum phase signals only. Hence, the signal is made minimum phase by processing in the root cepstral domain (inverse DFT of the short-term energy function) [26, 27] and then GD function is applied on this minimum phase signal. In [12], the use of minimum phase group delay functions in finding syllable boundaries for speech recognition is proposed.

This GD based algorithm is agnostic to text transcription as the boundaries are obtained directly from the waveform independent of the transcription. The number of syllable boundaries given by the algorithm depends on the size of the Hamming window chosen in the cepstral domain [12], which in turn depends on a parameter called window scale factor (WSF). WSF is inversely proportional to the syllable rate of the utterance. Figure 2 shows the GD of the STE of a part of an utterance for various WSF values: 10, 3.4, and 1 in the three panes below the waveform. From the figure, it can be observed that WSF of 3.4 gives good syllable boundaries.

![Figure 2: GD boundaries for different WSF values](image)

Based on extensive experimentation, it is observed that sibilant fricatives and affricates have prominent energy in higher frequency bands, and nasals have prominent energy only in lower frequency bands. Spectral change as a function of time can be used to detect phone boundaries when the phone transition is accompanied by significant change in spectral characteristics [28, 29]. Spectral flux (SF), which is the Euclidean distance between the normalized power spectrum of a speech frame and normalized power spectrum of the previous frame, gives a measure of spectral change.

\[
SF_n = (E_n - E_{n-1})^2
\]

The peaks in the spectral flux correspond to phone boundaries. This property of spectral flux can be used for obtaining the phone boundaries of sibilant fricatives, and affricates [25]. Phone boundaries are characterized by energy changes in different bands of the spectrum [28]. Sub-band spectral flux (SBSF) is computed by dividing the normalized power spectrum into four bands uniformly, and finding the squared difference between the band energy of a frame with that of the previous frame as given by the equation:

\[
SBSF_n = \sum_{i=1}^{4} (E_n[i] - E_{n-1}[i])^2
\]

The boundaries obtained from GD processing and SBSF may not always yield correct boundaries. An observation with respect to Indian languages has led to the following set of rules that were developed for boundary marking between two syllables for building text to speech synthesis systems [25]:

**Rule 1:** The boundary between the syllables syllable1 and syllable2 is marked as correct (using STE) if the end phone of syllable1 is not a fricative or nasal, and the beginning phone of syllable2 is not a fricative, affricate, nasal or a semi-vowel.

**Rule 2:** The boundary between syllable1 and syllable2 is marked as correct (using SBSF) if the end phone of syllable1 or the begin phone of syllable2, but not both, is a fricative or an affricate.

3. Proposed system

The overview of the proposed system is shown in Figure 3. The system mainly has 5 modules. Each of the blocks is detailed below.

![Figure 3: Overview of the proposed system](image)

3.1. Syllable level parsing

The Block 1 in Figure 3 mainly deals with syllable level parsing and syllable dictionary creation. The unified parser which is a language-independent parser developed for Indian languages is used for this purpose [30]. The input text is split into words and
parsed to obtain the corresponding syllable sequence. A syllable to phone dictionary is also created which will be later used in the group delay based boundary correction. This is shown in the Figure 4.

3.2. GD and SBSF based boundary detection

Figure 5 shows the details of boundary detection with the help of spectral cues. In this module, syllable and word boundaries are obtained with the help of group delay processing [25]. The syllable sequence obtained from the previous module (Block 1) is used to train syllable models using flat-start initialization. MFCC features obtained using 25ms frame-size and 4ms frame-shift are used as the input features for training. HTK toolkit is mainly used in this module [31]. 14 iterations of embedded re-estimation are performed to get the final alignment.

Group delay based processing of STE and SBSF is performed using a fixed WSF. WSF is set as 6, which corresponds to the average syllable rate across Indian languages. The rules for corrections mentioned in Section 2 are used to find accurate syllable level boundaries. These boundaries are corrected in the alignment obtained. The silence (SIL) labels which are less than 20ms are removed from the alignment.

From the forced alignment obtained above, the syllable rate for each utterance is calculated. The average syllable rate per utterance is calculated after removing the silence part of the utterance.

With the newly obtained syllable rate, the WSF is adjusted for each utterance and the group delay based boundary correction is repeated. Using the rules from Section 2 the appropriate syllable boundaries are corrected to obtain the syllable level boundaries. The syllables are combined later to obtain word boundaries.

3.3. Language modeling

The SRILM toolkit is used to train the language model [32]. 4-gram models are learned to build the language model.

3.4. GMM based training

The GMM based modeling is performed in this module which is shown in Figure 6. The utterances are spliced at reliable word boundaries (GD boundaries) to obtain sub-utterances. The spliced sub-utterances are then used to train the mono-phone models. Kaldi-toolkit is used [33]. Since the splicing is performed at reliable boundaries, phone models obtained using these sub-utterances will be better. Once the mono-phone models are trained the forced alignment is obtained using these models. These alignments are used further to train tri-phone models. Since the tri-phone models need context for better performance, the un-spliced training data is used. The TIMIT recipe of the Kaldi-toolkit is used for all tri-phone models. The final alignment obtained from tri3 models is fed as the input to the DNN systems.

Figure 4: Syllable level parsing

Figure 5: Group delay based boundary detection

Figure 6: GMM based training
3.5. DNN based training

The iterative boundary correction using the GD corrected boundaries is performed here. The complete process is shown in Figure 7. The tri3 alignment from the previous block is used for the initial DNN training. The standard DNN configuration from the TIMIT recipe is used here for modeling. Once the DNN is trained, the alignment is obtained using these models. The alignment correction is performed using the GD syllable boundaries. Since the frame-shift used for input feature extraction is 25ms frame-size and 10ms frame-shift, there is a mismatch with the number of frames with the GD corrected boundaries. In order to overcome this, the GD boundaries are approximated to the closest 10ms boundary. These boundaries are then used to correct the alignments iteratively. These corrected alignments are again fed back to DNN to train again in an iterative fashion. The corrected boundaries are also fed as input to a long short-term memory (LSTM) training (TDNN+LSTM). The LSTM recipe is obtained from WSJ of Kaldi-toolkit.

![Diagram](image)

Figure 7: DNN based training

4. Experiments and Results

The dataset used for experimentation is released as part of “Low Resource Speech Recognition Challenge for Indian Languages” for INTERSPEECH 2018 by SpeechOcean.com and Microsoft. This contains data for 3 Indian languages: Gujarati, Tamil, and Telugu. The training data consists of 40 hours of read/conversational speech. The test data is of size 5 hours. The speaker information is unknown. Extensive experimentation is done for assessing the performance of different systems mentioned in Section 3.

Table 1 shows the number and percentage of the boundaries accurately detected using spectral cues. It shows that about 15−30% of the total boundaries are detected accurately using the spectral cues. The word level boundaries are used for training mono-phone models. The syllable level boundaries are used to correct the DNN alignments iteratively.

A baseline system is trained using the data provided. The performance of the proposed system is compared with this baseline system. The word error rate (WER) is used as the evaluation metric. Table 2 shows the WER for the different systems without iterative correction. It is observed that even though the initial WERs are bad for the proposed system, once it reaches the tri3 stage, a clear difference can be seen (marked in bold). But this difference vanishes as training progresses to the DNN and LSTM stages.

<table>
<thead>
<tr>
<th>System</th>
<th>Tamil</th>
<th>Telugu</th>
<th>Gujarati</th>
</tr>
</thead>
<tbody>
<tr>
<td>mono</td>
<td>50.18</td>
<td>54.46</td>
<td>48.08</td>
</tr>
<tr>
<td>tri2</td>
<td>32.36</td>
<td>37.35</td>
<td>32.56</td>
</tr>
<tr>
<td>tri3</td>
<td>29.09</td>
<td>33.33</td>
<td>29.76</td>
</tr>
<tr>
<td>DNN</td>
<td>22.43</td>
<td>22.09</td>
<td>23.98</td>
</tr>
<tr>
<td>LSTM</td>
<td>19.85</td>
<td>19.86</td>
<td>20.87</td>
</tr>
</tbody>
</table>

The performance of the DNN and LSTM systems are improved with the help of iterative correction of boundaries with the aid of signal processing cues. Iterative correction is performed 16 times. Table 3 shows the WER for top three systems using the iterative corrected DNN and LSTM systems. A clear improvement in WER is observed compared to the baseline.

<table>
<thead>
<tr>
<th>System</th>
<th>Tamil</th>
<th>Telugu</th>
<th>Gujarati</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>22.09</td>
<td>19.47</td>
<td>23.62</td>
</tr>
<tr>
<td>LSTM</td>
<td>22.13</td>
<td>19.56</td>
<td>23.67</td>
</tr>
<tr>
<td>DNN</td>
<td>22.15</td>
<td>19.62</td>
<td>23.68</td>
</tr>
</tbody>
</table>

5. Conclusion

Building robust ASR systems for Indian languages is a difficult task owing to the low resource nature of these languages. HMM-DNN/CTC systems which are state-of-art for ASR require huge amounts of data. We show that acoustic-phonetic cues obtained by processing the raw signal can be used to iteratively improve the performance of HMM-DNN systems.
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