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Abstract

Recently, developing Automatic Speech Recognition (ASR) systems for Low Resource (LR) languages is an active research area. The research in ASR is significantly advanced using deep learning approaches producing state-of-the-art results compared to the conventional approaches. However, it is still challenging to use such approaches for LR languages since it requires a huge amount of training data. Recently, data augmentation, multi-lingual and cross-lingual approaches, transfer learning, etc. enable training deep learning architectures. This paper presents an overview of deep learning-based approaches for building ASR for LR languages. Recent projects and events organized to support the development of ASR and related applications in this direction are also discussed. This paper could be a good motivation for the researchers interested to work towards low resource ASR using deep learning techniques. The approaches described here could be useful in other related applications, such as audio search.

Index Terms: Low resource languages, ASR, deep learning.

1. Introduction

Speech is being the most natural way of communication, the research community is interested in Human Language Technologies (HLT) for human-machine interaction. It motivates the development of text-to-speech (TTS) and Automatic Speech Recognition (ASR) systems. One of the primitive requirement, for the development of these systems, is sufficient language resources, namely, stable orthography, linguistic expertise, etc. There are more than 7000 languages/dialects spoken in the world, however, only a small fraction of languages offers the resources required for the development of HLT [1]. A language is considered as a low resource (LR) (or under-resource) either in speech, text, phonetic dictionary, or transcribed data (or more than one of these aspects) [2].

Recently, a special class of machine learning called deep learning (or representation learning) produce state-of-the-art results in many speech processing applications including ASR. The detailed survey on using deep learning for speech processing is presented in [3]. However, to train deep architectures, such as Deep Neural Networks (DNN), a large amount of training data is required. Hence, development of ASR using deep learning for LR languages is restricted due to the scarcity of data (in particular, audio, text or both). Still, use of high-resourced and multilingual approaches have emerged to train DNN, and consider LR language as a target language. Some social and cultural aspects bring additional problems in the context of targeted LR language. These problems may include, the languages with many dialectal variations, code-switching or code-mixing phenomena. In unavailability of any under-resourced language, one can borrow resources and knowledge from similar languages. To mitigate the limitation of developing ASR system for LR languages, we will either require innovative data collection/augmentation methodologies to increase the training data or the models for which information is shared amongst languages.

An excellent detailed survey on ASR for LR languages was presented earlier in [4]. The novelty of our overview on ASR for LR languages is that we have presented recent advancements for LR languages using deep learning techniques during last 5 years. Major components of ASR for LR languages are discussed in Section 2. Various projects and events organized to support the rapid development of LR language technologies are discussed in Section 3. Finally, Section 4 provides the summary and conclusions of the proposed overview.

2. ASR for Low Resource Languages

2.1. Data Collection and Augmentation

Data collection is an important task for ASR development in LR languages. The data collection approaches can be distinguished as those collected from the available audio resources and audio data collection process [4]. Audio data from the news reading via TV/radio, parliamentary speeches, and the Internet sources are used to build a corpus in the former case. Another approach for data collection includes the recording of speech from speakers of native languages using prompted text material, which reduces the need of manual transcription of the data [4].

Many times, data collection using above mentioned techniques are also very difficult. In such scenarios, data augmentation techniques are used which artificially increase training data directly in signal-domain or feature-domain. To use deep learning approaches, recent data augmentation approach is very popular in low resource ASR. Audio augmentation techniques include tempo and speed perturbation of the original speech data [5]. Feature-domain augmentation includes vocal tract length perturbation (VTLP) and stochastic feature mapping [6]. Various data augmentation techniques were studied for IARPA Babel program and showed improvement in recognition accuracy [7]. Two-stage data augmentation (audio and feature-level, respectively) was also proposed in LR setting [8].

2.2. Feature Learning

Recently, feature learning (also known as representation learning) using neural networks is found to be efficient compared to the traditional Mel filterbank features. Features from the DNN can be taken from the output layer (known as tandem features) [9] or low-dimensional hidden layer (known as bottleneck features) [10]. The DNN features were proved to be of highly discriminative, robust against the environmental and speaker variations, and language-independent up to certain extent. In the case of ASR for LR languages, DNN representations allow to build acoustic models with limited amounts of training.
data. Such an approach also allow sharing of speech data from multiple languages in a bootstrap approach more efficiently for unnoticed languages.

Recently, many studies showed that features obtained from a DNN that was trained with one or multiple languages can be applied to other target LR languages [11–13]. In [14] and [15], authors shown that the data from multiple languages can be used to extract features for a LR language. Data-driven approaches using DNN requires no prior knowledge about linguistic information of the target LR languages. In [16] and [17], the authors shown that a multilingual DNN can be used to initialize a DNN for acoustic modeling based on IPA phone mapping. Substantial improvement was achieved using above mentioned techniques in ASR performance along with its robustness against transcription errors [17]. Bottleneck features were extracted from multitasking DNN in ASR framework and applied in spoken term detection (QbE-STD) for an LR language [18]. Multilingual data selection is possible by obtaining bottleneck DNN features that represent language groups from the training database [19]. Recently, auditory filterbank learning using Convolutional Restricted Boltzmann Machine (ConvRBM) is used along with other features in very recent low resource challenge 2018 organized by Microsoft Research, Bangalore, India [20].

2.3. Acoustic Modeling

2.3.1. Use of High Resource Languages

Lacking transcriptions in LR languages motivates the unsupervised or lightly-supervised acoustic modeling. Unsupervised adaptation approaches reduce cost and time in case a prior information of the target LR language is available, such as the language model, pronunciation dictionary, and the identification of the untranscribed speech data. In all such developments, initial ASR systems are built using high-resource languages followed by adaptation on target LR language that has small amount of training data. Interestingly, even quite dissimilar languages are found to perform very well using above mentioned approach. Current state-of-the-art ASR systems in high-resource languages typically use context-dependent hybrid DNN-HMM for acoustic modeling and the similar technique is generally used for LR languages.

It is shown in [21] that using English database in a framework of stacked bottleneck DNN improved the BABEL ASR task. Adaptation of an ASR system for LR language is also possible using high resource language by transferring its phoneme inventory as done in [22]. Other studies that used high resource languages are reported in [23, 24]. Such approaches are also called as self-training approaches. In many LR languages, it is possible to find text and audio, however, transcribed speech required for building ASR is unavailable. An interesting study in [25] shows how to use probabilistic transcription LR languages using three approaches, namely, self-learning, mismatched crowd-sourcing, and electroencephalography (EEG).

2.3.2. Multilingual Approaches

Multilingual approaches are generally outperform monolingual approaches for ASR in LR language [26–28]. Detailed discussion on multilingual speech processing applications is given in [29]. Generally, multilingual acoustic modeling is considered as a language-independent approaches. These language-independent approaches can be classified into two categories: (1) generating universal lexicons from a text and (2) acoustic representations from the audio. In [30], authors proposed to create a common set of basic units of a language, which can be represented universally across all the spoken languages. Such basic unit inventory are built from the speech attributes that can be used to build a set of IPA-language-universal acoustic models [31] or with learning-based techniques. The work proposed in [32] is generally well suited for DNN-based ASR [33].

With the recent success of DNN and their capability to generalize and learn useful acoustic representations of languages, the research moved towards multilingual representations obtained from the DNN. Transcribed speech data from non-target languages can be used to build multilingual DNN acoustic models [34]. Recently, it is shown that multitask learning (MTL) technique shows a notable improvement in error rates over monolingual, multilingual DNN training, semi-supervised learning, and transfer learning framework [35]. MTL is defined as the use of parameters that are shared set in a model trained to optimize the performance metrics from the multiple tasks [35]. In LR scenarios, the multiple tasks could be softmax layers representing multiple LR languages. Advanced topic in ASR field is building end-to-end DNN models where it does not require dictionary, transcription, HMM forced-aligned labels (required in hybrid DNN-HMM setup), or even phones (where character-based models are built). Recently, end-to-end DNN using Connectionist Temporal Classification (CTC) is employed for ASR in LR languages with application to KWS [36].

2.4. Pronunciation Modeling

Pronunciation modeling includes generation of pronunciation dictionary that acts as a link between language model and sub-word units in the acoustic model. Pronunciation dictionary can be created by grapheme-based approaches where each word is decomposed into graphemes and is used as a basic unit of the acoustic model [37], [38], [39], [40], [41], [42]. Graphemes-to-phonemes (G2P) models are specifically useful for LR languages that lacks well-developed pronunciation dictionary (also called as lexicon). In many cases, when pronunciation dictionary is available, G2P is utilized to obtain out-of-vocabulary (OOV) words pronunciation that do not present in the lexicon. In the earlier work, pronunciation modeling for LR languages were performed using bootstrapping techniques [43, 44] or acoustic learning-based techniques [45, 46]. Recently, DNN-based approaches have appeared as the novel state-of-the-art for low resource G2P tasks [47, 48].

In web approach, word-phoneme-pairs available on web are used to produce pronunciation dictionaries. Wiktionary contains phonetic notations written in the International Phonetic Alphabet (IPA) [49]. Unfortunately, the majority of world’s languages are not available in Wiktionary. Studies in [50], [51], and [52] proposed techniques to identify, remove, and substitute erratic pronunciation in the dictionary from the web resources that gave significant improvements. Active learning is also applied in building ASR for OpenKWS and IARPA BABEL program with the addition of web data for language modeling, which is discussed next [53].

2.5. Language Modeling

Statistical language modeling is performed using N-gram technique due to their less computational complexity. However, obtaining an N-gram statistics required sufficient amount of diverse text data. Interesting experiments conducted in [54] showed the significance of training text material for ASR in LR languages. It also showed a minimum requirement on the amount of text required to build an ASR system in LR lan-
Speech languages. Recurrent Neural Network Language Model (RNNLM) is also very effective in language modeling [55]. Earlier, Feedforward Neural Network Language Model (FFNNLM) and RNNLM is applied for language modeling in LR language scenarios [56, 57]. Recently, word-embedding using Long-Short Term Memory (LSTM) is used for LR language modeling [58]. Bi-directional RNNLM is also applied on BABEL database [59].

Conventional hybrid DNN-HMM system block diagram is shown in Figure 1. Generally, RNNLM is used as a rescoring technique (linear interpolation with N-gram) due to its limitation of providing word history during decoding. The block diagram of MTL-DNN for the multilingual approach is shown in Figure 2. Here, target LR language along with other available language database is used to train MTL-DNN system. The output layer of MTL-DNN consists of separate senones labels corresponding to each language under consideration. Next, we discuss projects and events organized to support research in LR languages, specifically in ASR-domain. The summary of few studies for ASR in LR languages is shown in Table 1.

**Figure 1:** Block diagram for modern hybrid DNN-HMM system.

**Figure 2:** Block diagram for MTL-DNN system for multilingual ASR. Adapted from [35].

### 3. Projects and Events

#### 3.1. IARPA BABEL Program

The aim of the IARPA BABEL program is to build robust and agile ASR technology that can be quickly applied to build any HTL [61]. The BABEL speech database covers a range of diverse languages and is distributed under two categories for each language - the Full Language Pack (FLP) and the Limited Language Pack (LLP). The FLP and LLP include approximately 80 and 10 hours of training speech data, respectively. The speech data is recorded in realistic scenarios, such as conversational telephone speech, over a wide range of acoustic conditions.

#### 3.2. ISCA Special Interest Group: Under-resourced Languages (SIGUL)

SIGUL is a joint special interest group of the European Language Resources Association (ELRA) and of the International Speech Communication Association (ISCA) [62]. This group organizes several ISCA-supported events, namely, Spoken Language Technologies for Under-resourced Languages (SLTU), and Language Resources and Evaluation Conference (LREC).

#### 3.3. Zero Resource Speech Challenges (ZRSC)

The goal of ZRSC is to develop unsupervised discovery of linguistic units from the speech in any unknown language, especially very limited or zero resourced. “Zero resource” refers to a zero linguistic expertise (e.g., orthographic/linguistic transcriptions, not zero information except audio (visual, human feedback, etc.) [63]. Researchers believe that this goal is theoretically reachable since even the 4 years old child spontaneously learn a language without any supervision from language [63].

#### 3.4. Multi-Genre Broadcast (MGB)-3 Evaluation

One of the tracks of the MGB-3 evaluation consists of building an ASR system for a LR target-domain [64]. The evaluations include the use of 1200 hours of Al-Jazeera audio archive available for the initial model construction (earlier used in MGB-2 evaluations [65]). The target language is the Egyptian dialect of Arabic with 5 hours of speech. The research papers published in MGB-3 evaluations were part of ASRU 2017.

#### 3.5. MSR Low Resource ASR Challenge 2018

Recently, matching with the theme of INTERSPEECH 2018 ‘Speech Research for Emerging Markets in Multilingual Societies, Microsoft Research organized a special session and challenge on speech recognition for three low resource Indian languages [66]. The task is to build ASR in one of the three (all or multilingual) LR Indian languages, namely, Gujarati, Tamil, and Telugu. By this challenge, they provided database of three Indian languages for research in LR Indian languages.

#### 3.6. Other Events and Projects

The Defense Advanced Research Projects Agency (DARPA) Low Resource Languages for Emergent Incidents (LORELEI) Program is to advance the state of computational linguistics and HLT to enable rapid and low-cost development of capabilities for LR languages [67]. The project Breaking the Unwritten Language Barrier (BULB) brings together linguists and computer scientists aims at supporting linguists in documenting unwritten languages [68]. The GlobalPhone project provides multilingual database developed in association with the KIT, Germany. The complete database contains (1) audio data, (2) corresponding transcriptions, (3) pronunciation dictionaries, and (4) baseline N-gram language models [69].

### 4. Summary and Conclusions

This overview paper on recent advances in the development of ASR for LR languages covers major technological progress using deep learning during past 5 years. Various approaches for data processing, acoustic and language modeling, pronunciation dictionary preparation, etc. were discussed. Recent developments shows that multilingual approaches using DNN for acoustic modeling are very promising direction for research in LR languages. It is also observed that RNNLM are very good at estimating language model probabilities either using less text data or through adaptation. This overview also covers projects and events organized to support research in LR language technologies. We hope that the current demand for speech technology will also increase the interest to cover languages with
limited or zero-resource using deep learning approaches.
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