The role of prominences in typologically different rhythms
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Abstract

Speech rhythm is understood as a byproduct of phonetic and phonological characteristics like syllabic structure, vowel reduction and the role of accent. In order to capture these properties, several rhythm metrics have been proposed in the literature so as to give an account of different aspects of rhythm. The aim of this study is to focus on the role of accent, as manifested in the prominences of an utterance, in the timing patterns of two typologically different rhythms represented by Spanish and English. Two rhythm metrics, %V and VarcoV, have been chosen in order to measure the production of a specially designed reading task by speakers from Patagonia, south of Argentina, as well as the southeast of England and the northeast of the United States. Results indicate that (1) there is a significant effect of prominences in the two English varieties, but not in Spanish, as shown by %V and VarcoV, and (2) there is a categorical difference between rhythm types, as shown by VarcoV.
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1. Introduction

Speech rhythm has been interpreted as an inherent property of languages [1], [2] or as a byproduct of phonological characteristics [3]–[8]. Two main distinct classes of rhythm are represented by English and Spanish, the former being stress-timed and the latter syllable-timed. From a phonological point of view, i.e., considering rhythm as an epiphenomenon, stress-timed languages show a complex syllable structure, have vowel reduction processes and their speech is greatly influenced by accent; whereas syllable-timed languages exhibit simple syllable structures, do not allow systematic vowel reduction and are not significantly influenced by the role of accent [3], [5], [6].

Acoustic measurements are implemented in order to give an empirical account of speech rhythm. As a result, rhythm metrics have been introduced in prosodic studies as a tool for reflecting syllabic structure and vowel reduction [9]. These metrics compute the duration of vocalic and consonantal intervals in utterances and are able to classify typologically different speech rhythms: %V indicates the proportion of vocalic intervals divided by the overall duration of an utterance, ΔV shows the standard deviation of vocalic intervals, and ΔC reveals the standard deviation of consonantal intervals. As it has been found that speech rate has an influence on the metric results [10], the original duration metrics have been modified in order to control for speech rate, obtaining thus the metrics VarcoV (vocalic intervals) and VarcoC (consonantal intervals) that divide the standard deviations by duration means [10]–[12]. Despite some criticism to the rhythm metrics [13], [14], more proposals and adjustments have been implemented in order to better account for speech rhythm (see [15], [16], for overviews).

With the aim to analyze the role that syllabic structure plays in speech rhythm, there have been attempts to control for the type of syllables and account for typologically different speech rhythms [13], [14], [17]–[20]. For instance, Renwick [20] shows that there is a significant correlation between the phonotactic properties of a language and durational metrics, such as %V. Prieto and colleagues [19] provide evidence that languages like English and Spanish show categorically different speech rhythms even when the syllabic structure is controlled for. Arvaniti [13], [14] considers the strong correlation between phonotactics and metrics as a weak point, whereas authors like Fuchs [15] interpret it as the strong predicting power of these measures.

Vowel reduction, on the other hand, has been considered as another property that influences speech rhythm [3], [5], [6] in the sense that a greater degree of vowel reduction results in a stronger contrast between stressed and unstressed syllables [21]. Reduction in vowel duration has been claimed to be captured by some rhythm metrics like ΔV in combination with other phonological factors such as contrastive vowel length [9]. Alternatively, spectral vowel reduction can be measured by analyzing formant information, particularly F1 and F2, as carried out experimentally by [22], [23] for English. Significant reduction processes are not attested in Spanish, i.e., the same vowel qualities are kept in strong and weak syllables [24].

Having outlined two of the properties that make up the structure of speech rhythm (i.e., syllable structure and vowel reduction [3], [6]), a third main aspect is considered in the present study: the role of accent. Strictly speaking, Dauer [5], [6] refers to accent as the highest level of prominence in a word (i.e., lexical stress). In this paper, the term accent will make reference to the primary lexical stress that is manifested as higher levels of prominence in an utterance. Taking into account that in stress-timed languages accents play a more significant role in speech rhythm than in syllable-timed languages ([3], [5], [6]), the main goal of this study is to provide empirical evidence for the influence that the number of prominences has on the rhythmic structure of Spanish and English as accounted for by durational metrics. In addition, given the diverse interpretations and results in relation to the lengthening effects of the final interval (FI) that is obtained in the segmentation procedure (e.g. [12], [25]–[27]), the inclusion and exclusion of this interval will be compared so as to see how productive the FIs are when computing rhythm metrics.
2. Methodology

2.1. Participants

A total of 21 participants (11 females, 10 males) were recorded in a reading task. For English, two groups of speakers were selected. One group corresponds to southeast England (BrE) with speakers ($n=7$; 4 females) who were born and raised in this area and their age ranged from 21 to 32 years ($M=25, SD=3.8$). The second group corresponds to speakers ($n=7$; 4 females) who were born and raised in the northeast area of the United States (AmE) and their age ranged from 18 to 34 ($M=25, SD=5.1$). The speakers ($n=7$; 3 females) in the Spanish group (Sp), on the other hand, were born and raised in Patagonia, the southern region of Argentina. Their age ranged from 21 to 39 ($M=29, SD=6.7$).

All speakers were monolinguals and they all shared a similar educational background: they were completing or had already finished their studies at university level. Their parents were born and raised in the same regions or had lived there for more than 30 years. None of the speakers was an expert in linguistics or had in-depth metalinguistic knowledge of the pronunciation of their mother tongue. None of them reported having hearing or speaking impairments.

2.2. Stimuli

For each language, 12 sentences were designed. Each sentence had 10 syllables and they were grouped in 3 conditions: sentences with 4, 3 and 2 prominences (4Prom, 3Prom and 2Prom). For each condition there were equal numbers of syllable types (open and closed) in prominent and non-prominent syllables. During the design of these sentences, special attention was given to their meaning so as to avoid odd phrases. They were piloted with native speakers of Spanish and English who were not included in the experiment. Adjustments were made until the desired number of prominences per utterance was achieved. Examples of the material are presented in Tables 1 and 2, for English and Spanish, respectively. In these tables, the number of prominences (Prom) and one sentence for each condition are shown. Capitals represent prominences.

<table>
<thead>
<tr>
<th>Group</th>
<th>4Prom</th>
<th>3Prom</th>
<th>2Prom</th>
</tr>
</thead>
<tbody>
<tr>
<td>with FIs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sp</td>
<td>40.32 (2.27)</td>
<td>39.99 (2.58)</td>
<td>39.72 (3.17)</td>
</tr>
<tr>
<td>BrE</td>
<td>43.56 (2.04)</td>
<td>41.69 (2.38)</td>
<td>43.50 (3.58)</td>
</tr>
<tr>
<td>AmE</td>
<td>43.95 (1.90)</td>
<td>40.52 (2.34)</td>
<td>44.03 (2.24)</td>
</tr>
<tr>
<td>without FIs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sp</td>
<td>42.63 (2.01)</td>
<td>41.36 (2.42)</td>
<td>41.33 (3.05)</td>
</tr>
<tr>
<td>BrE</td>
<td>40.83 (1.75)</td>
<td>37.75 (1.84)</td>
<td>41.97 (3.67)</td>
</tr>
<tr>
<td>AmE</td>
<td>41.62 (1.58)</td>
<td>36.86 (1.85)</td>
<td>42.51 (1.87)</td>
</tr>
</tbody>
</table>

2.3. Procedure

Participants were interviewed in special rooms in three different universities: University College London, UK, and Hamilton College, USA, for the BrE and AmE groups, and Universidad Nacional del Comahue, Argentina, for the Sp group. They performed the reading task for the present paper and a series of other tasks that were used for other studies. The sentences were randomized and added to a PowerPoint presentation and participants could click through the slides. Before reading aloud the sentences to be recorded, participants read them in silence so as to make sense of them. With the purpose of obtaining a homogeneous prosodic environment, during the recording, the researcher paid particular attention to the segmentation and intonation so that there was only one utterance per sentence with a falling intonation and with the tonic syllable on the last prominence. Participants were asked to read the sentences again whenever they produced more than one utterance per sentence (in approximately 20 cases), placed the tonic syllable somewhere else (in 8 cases) or used a rising intonation (in 7 cases).

A total of 252 utterances (4 sentences × 3 conditions × 21 speakers) and 2520 syllables (252 utterances × 10 syllables) were obtained in the recordings. These were made with Rede NT1-A and CAD GXL2200 condenser microphones. For each speaker a WAV file was obtained at 44.100 Hz, 16 bits mono. Each file was then edited with Audacity [28] so as to get one file for each condition per speaker. The files were segmented manually into vocalic and consonantal intervals by means of Praat [29], according to the criteria followed by [12], [15], [30], [31]. Two rhythm metrics were chosen in the present study: %V and VarcoV, as suggested by [12], [15], [32], because they are able to account for typologically different speech rhythm, especially when they are plotted together. The metric scores were obtained by means of method B in Correlatore [33], which computes the duration of the segmented intervals and considers the values for each inter-pausal string in Praat textgrids. Finally, ANOVAs and Tukey post-hoc tests were carried out with Infostat [34].

3. Results

In relation to the descriptive statistical analysis, Tables 3 and 4 show the mean values and the standard deviations (SD) for %V and VarcoV, respectively. For each metric, the scores obtained with the inclusion and exclusion of FIs are shown.

Table 3: Mean values and (SD) for %V.

<table>
<thead>
<tr>
<th>Group</th>
<th>4Prom</th>
<th>3Prom</th>
<th>2Prom</th>
</tr>
</thead>
<tbody>
<tr>
<td>with FIs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sp</td>
<td>30.52 (5.02)</td>
<td>28.19 (5.30)</td>
<td>27.53 (4.04)</td>
</tr>
<tr>
<td>BrE</td>
<td>63.57 (6.11)</td>
<td>67.05 (10.07)</td>
<td>56.49 (7.05)</td>
</tr>
<tr>
<td>AmE</td>
<td>61.49 (3.81)</td>
<td>58.54 (5.81)</td>
<td>54.07 (5.66)</td>
</tr>
<tr>
<td>without FIs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sp</td>
<td>29.68 (4.62)</td>
<td>27.17 (3.35)</td>
<td>26.49 (3.18)</td>
</tr>
<tr>
<td>BrE</td>
<td>64.90 (5.77)</td>
<td>56.82 (8.24)</td>
<td>53.62 (8.42)</td>
</tr>
<tr>
<td>AmE</td>
<td>63.08 (5.24)</td>
<td>48.26 (6.77)</td>
<td>54.03 (7.30)</td>
</tr>
</tbody>
</table>

Table 4: Mean values and (SD) for VarcoV.
For the inferential statistical data, all $F$ values have the following degrees of freedom: 2 and 18. Normality and homogeneity of variance have been verified with the Shapiro-Wilk and Levene tests, respectively, which have revealed no serious violations of these assumptions.

In order to analyze the effects of prominences within each language, Language Group (Sp, BrE and AmE) was set as a factor and Number of Prominences (4Prom, 3Prom and 2Prom) as the dependent variable. For the %V metric, the one-way ANOVA analysis indicates that there is no effect of the number of prominences in the Spanish group ($F=0.32$, $p=0.7312$, with FIs, and $F=0.60$, $p=0.5599$, without FIs). For the BrE group, there is no significant effect of prominences when FIs are computed ($F=1.06$, $p=0.3686$), while there is a significant effect when FIs are excluded ($F=5.01$, $p=0.0186$).

For the AmE group, there is a significant effect of prominences in both treatments of FIs ($F=5.98$, $p=0.0102$, with FIs, and $F=20.70$, $p<.0001$, without FIs). As far as VarcoV is concerned, the statistical analysis of this metric has shown that the Spanish group does not have a significant effect of prominences ($F=0.75$, $p=0.4887$, with FIs, and $F=1.39$, $p=0.2740$, without FIs). The BrE group only shows a significant effect of prominences when FIs are excluded ($F=4.13$, $p=0.0333$), but not when they are included ($F=3.28$, $p=0.0647$). Lastly, the AmE group shows a significant effect when FIs are included ($F=3.64$, $p=0.0469$) and excluded ($F=9.25$, $p=0.0017$).

In relation to the effects of language, Number of Prominences was set as a factor and Language Group as the dependent variable. The results for %V indicate that, in the 4Prom condition with inclusion of FIs, languages are significantly distinguished ($F=4.71$, $p=0.0226$), but the post-hoc Tukey test reveals that there are shared values between the Sp and BrE groups, on the one hand, and the BrE and AmE groups, on the other. When FIs were excluded, no significant difference is found among languages ($F=1.77$, $p=0.1987$). In the 3Prom condition, there are no significant differences when FIs are included ($F=8.9$, $p=0.4289$), but when FIs are excluded, languages do show a significant difference ($F=9.43$, $p=0.0016$) and the Tukey test differentiates Sp from BrE and AmE. Lastly, the 2Prom condition shows a significant difference among languages with FIs included ($F=4.16$, $p=0.0326$) and the Tukey test separates the Spanish group from the two English groups. There is no significant difference, however, when FIs are excluded ($F=2.8$, $p=0.7586$). In relation to VarcoV, results indicate that this metric is able to show a highly significant difference among languages ($p<.0001$) in the three conditions: 4Prom ($F=92.74$, with FIs, and $F=100.67$, without FIs), 3Prom ($F=53.70$, with FIs, and $F=39.17$, without FIs) and 2Prom ($F=55.25$, with FIs, and $F=38.93$, without FIs). The post-hoc Tukey test distinguishes the Sp group from the BrE and AmE groups.

For ease of illustration, the two metrics implemented in this study are plotted in Figures 1 and 2, with FIs and without FIs, respectively. These figures contain the mean values and the standard errors. The number of prominences is included between brackets following the group of speakers. As these figures clearly show, language groups occupy distinct positions and the number of prominences reflects different grouping effects in each language.

![Figure 1: Values for %V and VarcoV with FIs.](image1)

![Figure 2: Values for %V and VarcoV without FIs.](image2)

4. Discussion

The rhythm metrics implemented in the present study have been able to account for the effect of prominences and the effect of language type in different speech rhythms. The results agree with the idea that these measurements are a useful tool for distinguishing rhythm types (e.g. [9]–[11], [19], [31], [32], among many others). Specifically, VarcoV has shown categorical differences between Spanish, on the one hand, and the two English varieties, on the other. This fact indicates that VarcoV might be more productive to represent rhythm types than %V. However, it would be interesting to see the way in which other rhythm metrics proposed in the literature (see e.g. [15], [16], [32]) distinguish language groups with the same elicited production analyzed in this study.

In addition, the results point out that %V and VarcoV have captured the effects of the role of accents (cf. [3], [5], [6]), as manifested by the number of prominences in an utterance. If speech rhythm is understood as the sum of phonetic and phonological characteristics, the main contribution of the present investigation is related to the fact that the role of accents in rhythm has been accounted for in two commonly studied languages. With comparable stimuli in terms of number and type of syllable, the metrics %V and VarcoV have indicated that accents do play a role in stress-timed languages like English, but not in syllable-timed languages like Spanish. It would be of great relevance to replicate the present experiment with other traditionally classified stress-timed
languages like German or Dutch and syllable-timed languages like French or Italian.

In relation to FIs, there have been extensive discussions about the inclusion and exclusion of these intervals. Some studies suggest that the exclusion of FIs results in a better discrimination of language types (e.g. [25]). Some others include FIs, because they are considered as part of the intrinsic characteristics of each rhythm type (e.g. [12], [26], [27]). The results of the present study indicate that, when accounting for language types, %V is somehow more sensitive with inclusion of FIs, whereas VarcoV is highly sensitive in both treatments of FIs. When accounting for the effect of number of prominences, both %V and VarcoV seem to be more sensitive without computing FIs. More research needs to be done in order to certainly state how useful it is whether to include FIs or not.

As far as the differences between the two standard varieties of English are concerned, the effects of number of prominences have been different when FIs are computed. Both metrics, %V and VarcoV, have shown that BrE does not show a significant effect of number of prominences with inclusion of FIs ($p >= .3686$ for %V, and $p = .0647$ for VarcoV), while AmE does ($p = .0102$ for %V, and $p = .0469$ for VarcoV). Perhaps there are some interesting dialectal differences with respect to FIs and their final lengthening effects, but more speakers and speech production are needed.

Finally, another promising research area is that of second language acquisition, as studied by e.g. [12], [18], [35]–[37], with a focus on the role of prominences in the structuring of speech rhythm. For instance, it would be of great significance to see how learners whose mother tongue does not show effects of prominence (e.g. Spanish) acquire a second or foreign language that exhibits a great influence of the number of prominences in an utterance (e.g. English).

5. Conclusions

The effects of the number of prominences in an utterance have been reflected in %V and VarcoV, the two rhythm metrics employed in this study. These effects have been observed in the English groups of England and the United States, which indicates a typical characteristic of stress-timed rhythm. The Spanish group has not shown a significant effect of prominences in any of the metrics, which confirms the idea that in syllable-timed languages accents do not play a significant role in the rhythmic structure.

In relation to accounting for different rhythmic typologies, only VarcoV has shown categorial differences between the Spanish group on the one hand and the two English groups on the other. These differences have been observed in the three conditions of the current experiment: 4, 3 and 2 prominences in 10-syllabled utterances.
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