Entropy Based Combination of Tandem Representations for Noise Robust ASR
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Abstract
In this paper, we present an entropy based method to combine tandem representations of the recently proposed Phase AutoCorrelation (PAC) based features and Mel-Frequency Cepstral Coefficients (MFCC) features. PAC based features, derived from a nonlinear transformation of autocorrelation coefficients and shown to be noise robust, improve their robustness to additive noise in their tandem representation. On the other hand, MFCC features in their tandem representation show a significant improvement in recognition performance on clean speech. An entropy based combination method investigated in this paper adaptively gives a higher weighting to the representation of MFCC features in clean speech and to the representation of PAC based features in noisy speech, thus yielding a robust recognition performance in all conditions.

1. Introduction
Methods to improve the noise robustness of speech recognition systems often result in degradation of recognition performance for clean speech. Phase AutoCorrelation (PAC) [1, 2] based features, showing noticeable improvement in noise robustness, compared to the standard features such as Mel-Frequency Cepstral Coefficients (MFCC), also suffer from this drawback. In [3] an attempt has been made to alleviate this problem by using the PAC based features along with regular speech features in a multi-stream framework. An entropy-based posterior probability combination method in a hybrid ANN-HMM system [4] improved recognition performance in all conditions.

However, the recently proposed tandem approach for speech recognition [5, 6], which combines the two major approaches, namely the hybrid HMM approach and GMM-HMM approach, improves recognition performance in both the clean as well as in the noisy conditions. In tandem approach, transformations of the outputs of a Multi-Layer Perceptron (MLP), which is trained discriminatively with the regular features to estimate the subword posterior probabilities, are used as features to the GMM-HMM system. As will be shown in the later sections of the paper, the use of PAC based features in tandem system improve their robustness to additive noise while tandem with MFCC features improves the recognition performance in clean speech.

In this paper, we propose an entropy based algorithm to combine the tandem representations of PAC based features and MFCC features. Such a combined representation is expected to perform well in all the conditions, if the combination technique can automatically give higher weighting to MFCCs in clean speech and to PAC features in noisy speech. This indeed happens in experiments on OGI Numbers95 database with artificially added factory noise from Noise92 database.

In the next section, we first give a small introduction of PAC based features and then discuss their noise robustness. In Section 3, we give a short explanation of tandem representation of the feature vectors. In Section 4, we explain the entropy based method for combination of tandem representations and discuss the results.

2. PAC Based Features
Traditional features used for speech recognition, typically derived from the power spectrum, show excessive sensitivity to additive noise and their use generally results in degradation of performance in noisy conditions. This is because the autocorrelation coefficients (that are time domain Fourier equivalent of the power spectrum) are highly sensitive to the noise. In an attempt to make the correlation coefficients less sensitive to external noise, a new measure of correlation called Phase AutoCorrelation (PAC) [1, 2] has been introduced. PAC uses angle between the time delayed speech vectors as a measure of correlation instead of the dot product as used in traditional autocorrelation. If \( s \) represents a speech frame given by,

\[
s = \{s[0], s[1], \ldots, s[N-1]\}
\]

where \( N \) is the frame length, and

\[
x_0 = \{s[0], s[1], \ldots, s[N-1]\}
\]

\[
x_k = \{s[k], \ldots, s[N-1], s[0], \ldots, s[k-1]\}
\]

then the autocorrelation coefficients, from which traditional features are extracted, is computed using dot prod-
uct given by,

\[ R[k] = x_0^T x_k \]  \hspace{1cm} (1)

Alternatively,

\[ R[k] = ||x||^2 \cos(\theta_k) \]  \hspace{1cm} (2)

where \( ||x||^2 \) represents the energy of the frame and \( \theta_k \) represents the angle between the vectors \( x_0 \) and \( x_k \) in \( N \) dimensional space.

PAC coefficients, \( P[k] \), are derived from the autocorrelation coefficients, \( R[k] \), using equation,

\[ P[k] = \theta_k = \cos^{-1} \left( \frac{R[k]}{||x||^2} \right) \]  \hspace{1cm} (3)

It is clear from the above equation that the computation of PAC coefficients involves two additional operations, namely 1) the energy normalization and 2) the inverse cosine. These two operations effectively convert the dot product of the speech vectors, as done during the computation of the autocorrelation coefficients, into angle between the vectors in \( N \) dimensional space. The Fourier equivalent of PAC coefficients in frequency domain is called PAC spectrum. Similarly to the features extracted from the regular spectrum, a class of features called PAC based features can be extracted from the PAC spectrum. Mel Frequency Cepstral Coefficients extracted from PAC spectrum gives PAC-MFCC.

Experimental results given in [1, 2] show that the PAC-MFCC is more robust to noise than the MFCC derived from regular spectrum. However, their performance is inferior in clean speech.

A comparison of recognition performances of the PAC-MFCC and MFCC is given in Table 1. Experimental setup\(^1\) for these experiments is as follows: Experiments were conducted on both clean and additive noise conditions. The database used for these experiments is the OGI Numbers95 connected digit telephone speech database [10], having a lexicon size of 30 words, and 27 different phonemes. For additive noise experiments, factory noise from Noisex92 database [11] has been added with Numbers95 database at noise levels of 12 dB, 6 dB, and 0 dB Signal-to-Noise Ratio (SNR). The speech recognition system is a Hidden Markov Model (HMM) system consisting of 80 triphones, 3 left-to-right states per triphone, and 12 mixture Gaussian Mixture Model (GMM) to estimate emission probability within each state. The HMMs are trained using HTK. The PAC-MFCC and MFCC used for experiments are of dimension 39, consisting of 13 static coefficients, 13 delta coefficients, and 13 delta-delta coefficients.

From the table it is clear that on the clean speech, the PAC-MFCC is inferior to MFCC, while it is comparatively robust in noisy speech. In the next section, we give a brief review of tandem representation of the features, where the recognition performance improves significantly in all conditions.

### 3. Tandem Acoustic Representations

Introduced as a combination of two approaches for speech recognition, 1) the hybrid ANN-HMM approach and 2) the GMM-HMM approach, the tandem approach uses the transformed outputs of a Multi-Layer Perceptron (MLP) classifier as the input features to GMMs in conventional speech recognizer [5]. We call these transformed outputs of the MLP the tandem representation of the input features. Figure 1 shows the tandem system. The transformations performed to the MLP outputs are 1) to modify the skewness of the probability distributions through a logarithmic transformation of the posterior probability distributions of the softmax outputs (or directly taking the pre-linearity outputs of the MLP, as shown in the figure), and 2) to decorrelate the features through a Karhunen-Loeve (KL) transform, derived from the training data. Tandem system has been shown to perform significantly better than both the hybrid HMM and GMM-HMM approaches. Interestingly, performance in noisy conditions also improves with the tandem system.

![Figure 1: Illustration of the tandem system. Transformed pre-linearity output of the MLP constitute the tandem representation of the input feature.](image)

<table>
<thead>
<tr>
<th>Feature</th>
<th>clean</th>
<th>12 dB</th>
<th>6 dB</th>
<th>0 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAC-MFCC</td>
<td>12.2</td>
<td>14.1</td>
<td>24.5</td>
<td>49.2</td>
</tr>
<tr>
<td>MFCC</td>
<td>5.6</td>
<td>15.8</td>
<td>38.3</td>
<td>83.3</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the speech recognition performances of PAC-MFCC, and MFCC in a GMM-HMM system for clean speech and noisy speech with additive factory noise levels of 12 dB, 6 dB, 0 dB SNRs. WER stands for Word Error Rate.

\(^1\)The same experimental set up is used for all the experiments reported in this paper.
PAC based features stands in as an interesting candidate for the tandem system. Table 2 gives a performance comparison of tandem representations of the PAC-MFCC and MFCC. Tandem representations are extracted from a MLP that takes 9 frames of contextual input, and has 500 hidden units and 27 output units, corresponding to the number of context-independent phones.

<table>
<thead>
<tr>
<th>Feature</th>
<th>%WER for SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>clean</td>
</tr>
<tr>
<td>T-PAC-MFCC</td>
<td>10.0</td>
</tr>
<tr>
<td>T-MFCC</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the speech recognition performances of tandem representations of PAC-MFCC (T-PAC-MFCC) and MFCC (T-MFCC) for clean speech and noisy speech with additive factory noise levels of 12 dB, 6 dB, and 0 dB SNRs. WER stands for Word Error Rate.

From the table, it is clear that the PAC-MFCC is more robust to additive noise in its tandem representation. However, its performance in clean speech is still inferior to that of the MFCC. Hence an appropriate combination of these two representations would yield a robust performance all the conditions. An entropy based combination method yielding a reasonably robust performance in all conditions is explained in the next section.

4. Entropy Based Combination Of Tandem Representations

Entropy of the posterior probability distribution estimated at the output of the MLP serves as a reasonable estimate for the reliability of the estimates. This fact has been proposed in [7] and has been utilized and verified in [8], where weights based on entropy values have been assigned to different feature streams in a multi-stream framework for combining their posterior probabilities. The effectiveness of the entropy based combination of posterior probabilities has been further demonstrated in [3].

In this paper, we propose an use of a similar method to combine the tandem representations of the feature streams. We have seen in Section 3 that the tandem representations are obtained by performing KL transformation on the logarithm of the posterior probabilities. However, entropy based combination is performed either at the posterior probability level or at the logarithmic posterior probability level [9]. In our case, it is done at the logarithmic posterior probability level\(^2\). Hence the combined tandem representation is obtained by first computing the entropy based combination of logarithmic posterior probabilities and then performing the KL transformation. An illustration of the entropy based combinations of tandem representations is given in Figure 2. If

\[
\log P(q_i|\mathbf{x}_1, \mathbf{x}_2) = \sum_{i=1}^{2} w_i \log P(q_i|\mathbf{x}_i, \theta_i) \quad (4)
\]

where \(w_1\) and \(w_2\) constitute the adaptive weights computed using the entropy as follows: If there are \(K\) classes (which in our case corresponds to the number of context-independent phonemes), the entropy of the posterior probability output distribution of \(i^{th}\) feature stream is computed by equation,

\[
h_i = -\sum_{i=1}^{K} P(q_i|\mathbf{x}_i, \theta_i) \log P(q_i|\mathbf{x}_i, \theta_i) \quad (5)
\]

The closer the entropy value is to zero, more reliable the posterior probability distribution is. Hence a normalized inverse value of the entropy is used as an adaptive weighting factor, \(w_i\), computed as:

\[
w_i = \frac{1/h_i}{\sum_{j=1}^{2} 1/h_j}
\]

Speech recognition performance of the combined tandem representation of PAC-MFCC and MFCC is given

\[^2\text{Log posterior probability combination is chosen over the posterior probability combination, as it gives better recognition performance.}\]
in Table 3. From the table it is clear that the combined tandem representation gives a reasonably good recognition performance in all the conditions, when compared to the performance of individual tandem representations as given in Table 2. Interestingly, the combination always performs better than the best performing feature in noisy speech.

<table>
<thead>
<tr>
<th>% WER for SNR</th>
<th>clean</th>
<th>12 dB</th>
<th>6 dB</th>
<th>0 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.4</td>
<td>11.7</td>
<td>20.8</td>
<td>44.9</td>
</tr>
</tbody>
</table>

Table 3: Speech recognition performances of the entropy based combination of tandem representations of PAC-MFCC and MFCC for clean speech and noisy speech with additive factory noise levels of 12 dB, 6 dB, and 0 dB SNRs. WER stands for Word Error Rate.

5. Conclusion

In this paper, we have presented an entropy based method to combine tandem representations of PAC-MFCC and MFCC. The main motivation behind this work is the fact that PAC-MFCC improves its robustness in its tandem representation and the tandem representation of the MFCC show a significant performance improvement in clean speech. The results of the experiments performed on OGI Numbers95 database added with factory noise from Noisex92 database show that the entropy based combination does an appropriate combination of the individual tandem representations to yield a reasonably robust recognition performance in all conditions.
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