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Abstract

Any TTS system requires a routine to determine the
transcription of out of vocabulary (OOV) words. This
transcription contains three information: the phoneme se-
guence, the position of syllable boundaries and the posi-
tion of word stress. In the TTS system "Papageno”, the
phonemes and syllable boundaries are determined by a
neural network proposed in [1]. In the same paper also
a second network for word stress determination was pro-
posed. A similar architecture is used here, enhanced by
a diagonal matrix between the input and the hidden layer
penalised by weight decay. Weight decay is a strategy to
limit the growth of a weight unless it is really necessary. Figure1: Normal neuralnetwork for word stresspredic-
It can be used to improve the generalisation ability of the tign.
network.

Keywords: multi-lingual TTS, neural networks, lan-
guage independent, weight decay

phonemes

for the giventask. This numberstronglydependson the
architectureandthe training data. If the network is too
complex andtherearenot enoughtrainingexamplesthe
network will beover-fitting thedata.In theoppositecase
anundeffitting occurs.

1. Introduction One stratgy could be to startwith a huge network
- . andthento pruneweightsthat are uselessor even dis-
One problem for multi-lingual TTS systems is the deter- turbing. This wasusedin the first approachwith quite

mhlnatrllon Of ﬂ:f transcrlpltlonhfo_rr_\ll_vgrds not Q%ntalned |r,1, goodresults[1]. But weightpruninghasto be donein a
the phonetic dictionary. In the System "Papageno’, separatestepandis notapartof thetrainingprocedurelt

parts of the unknown word are looked up in the dictionary hasto be donein mary iterationsandis time consuming.

and the transcriptions found there are connected to the In oppositeto thatweightdecayis doneonlineduringthe
complete transcription. Gaps between the parts are filled training

using a neural network. If the beginning of the word was
found in the dictionary, then the word stress of this part is . .
used for the complete word. If not, then the word stress 2. Basicsof Pruning
is determined by a second neural network. In large networkswith alarge numberof free parameters
The architecture proposed in [1] was changed to therearethreeclasse®f weights:
achieve better results. The input in the old network were _ )
the first syllables of the word. Now the first phonemes 1+ Weightsthathavelearedsomethingeasonable,
are used (see figure 1). This network is independentfrom 2 \yeights that have learned somethingapparently
errors made by the determination of the syllable bound- reasonablgoverfitting), and
aries. The output has as many nodes as input phonemes
are used. The output node with the maximum value deter- 3. weightswith no importancewhich do not disturb
mines the stressed phoneme, of course only if it belongs onthetrainingset.
to a stressable phoneme.
But during the training of neural networks it is often
hard to find the appropriate humber of free parameters



Onetaskfor thetraining processs to find out which
classaweightbelongsto. Thereareseveral possibilities
to achieve this. In this paper weightpruningandweight
decayareproposed.

2.1. Weight Pruning with EBD

The backgroundof weight pruningis the questionwhe-
theraweighthasary influenceto the network or not, or
in otherwords,doesit have ary consequenctor theerror
functionif aweightis setto zero[2]. ThereforeheTaylor
approximatiorof the errorfunction

E(w+Aw) = E(w) + E'(w)Aw + %AWT E"(w)Aw (1)

is usedto calculatethe valuesE(0) (by Aw = —w)

andE(Wmin) (by E(Wmin) = mingw E(w+ Aw)). Thedif-
ferenceof bothvaluesis thetestvaluet:

t = E(0) — E(Wmin) (2)

Therearetwo rangesof interestfor thistestvalue:

t > 0 If t is significantgreaterthanzero,thenthe weight
is necessargndcannotbedeleted.

t ~ 0 If t is nearlyzero,thenthe weightis a candidate
for thedeletion.

One pruningalgorithmfor weight pruningis "Early
Brain Damage”(EBD). Thisis anadaptionof the "Opti-
mal Brain Damage(OBD) algorithmwith theadvantage
thatit is applyablebeforethetraininghasreachedhlocal
minimum.

Weight pruningis performedafter a numberof iter-
ations. In the late stoppingapproacht is assumedhat
thereis alreadya structurewithin theweights,sothey are
notinitialised afterthe pruningstep. It is alsoimportant
to prunenot too mary weightsat a time to ensurethat
thelearnedstructureisn’t destryed. As shavn in section
6.2, arateof 2 percentper pruningiterationworks well,
but 5 percentmightbetoo much.

2.2. Basicsof Weight Decay

Weight decayis a stratgyy to find the not disturbing
weights[3]. It decreasethe compleity of a network by
limiting the weightto preventit from growing too large
unlessit is really necessary This is doneby addinga
penaltytermto the errorfunction;

E(w) = Eo(W) + %)\ZV\IZ, (3)

whereEy is theerrorfunctionandA is a parameteto
control the penalisatiorof large weights. For a gradient
descentalgorithm, the updatedweight w;. is calculated
as

Wy = wW-— 9B
_ 0Eg
= W—r])\w—r]a—w
_ 0Eg
= (1—ﬂ)\)W—ﬂa—W (4)

There are two termsin equation(4). The second
term is the gradientcausedby Ey. If thereis no gra-
dient becausehe weight is one of the uselessweights
(class3), thenonly the first term is usedto updatethe
weight. This term hasthe form wy = (1 —nA)kwp with
0 < (1—nA) < 1 andpushesghe weightto zeroaftera
numberof iterations.

Weight decayhastwo positive effects on generali-
sation: it suppressesiry irrelevant componentf the
weightvectorby choosinghe smallestvectorthatsolves
thelearningproblemandit cansuppressomeof the ef-
fects of static noiseon the targets. In connectionwith
weight pruning, e. g. with EBD-Pruning, weight de-
cay "prepares” the weightsof class2 for the pruning
becausehey arerarely usedandthereforedecreasedo
nearlyzero. This resultsin a smalltestvalueduring the
pruningstepandtheweightsareeliminated.

3. Network Enhancedby Weight Decay

In the new architecturea fourth clusterwd_i nput is in-
sertedoetween nput andhi dden cluster(seefigure 2).
The connectiorbetweer nput andwd_i nput is realised
by a diagonalmatrix. The valueson the diagonalareini-
tialisedwith 1.

Only for this connectionthe weight decay penalty
termis addedto the error function. Therebya kind of
input pruningis achieved.

Thereis no interestin settinga biasto linear models
by weightdecay Weightdecayis usedfor a specialtask,
andthis s to selectimportantfeaturedor theword stress
determinationWe choose\ = 0.001whichis of thesize
of the smallestlearningrate. Thusthe learningis not
dominatecby theweightdecay(cf. equation(4)).

Theimplementatiorof weightdecayin thiswayleads
to a preprocessinghatdeterminesiow importantthe in-
put informationis for the solution of the problem. This
is a soft featureselection,becauseahe algorithm itself
makes the decision. Thereis no "hard” decisionusing
expertknowledge.

4. Training Data

The systemin [1] wastrainedfor thelanguage£nglish,
Germanand Dutch using the CELEX dictionaries[4].

The samedictionarieswere usedfor the new architec-
ture. To determinethe context size, a statisticaboutthe



stressed phoneme

phonemes

Figure2: Neuralnetwork for word stresgpredictionwith
weightdecay

stressephonemess used. The statisticsare shawvn in
tablel.

Thetable containsthe information how often the n-
th phonemewas stressed. For instancefor Germanin
34 percentof the wordsthe word stresss on the second
phoneme.For Dutch and German all positionsstressed
morethan one percentareincludedin the training data
whichresultsin acontext of 9 phonemegor Germarand
10 for Dutch. Due to the small dictionary for English,
thecontext wasexpandedo 11 to increasehe numberof
patterns.

5. Training Procedure

Thetrainingof thenetwork is automatedisingthe Tcl in-
terfaceof SENN[5]. Thelearningalgorithmis VarioEta,
the patternsare randomlyselected. The set of patterns
is dividedinto 70 percentfor trainingand30 percentfor
testing.In afirst stepthe weightsareinitialisedwith ran-
domvalues(exceptthe diagonalconnection).Thetrain-
ing startswith alearningraten = 0.1 whichis decreased
to 0.01and0.001if therewasno progreson thetestset
during the last 20 iterations. Progresameansthat the so
calledsignalfor the outputnodeshasbeenincreased A
signalis a mechanisnin SENN to countthe numberof
correcthandledpatterns Onecandefineameasurevhich
determinesvhetherthe calculatedoutputfor a patternis
the desiredone or not. The numberof the correcthan-
dled patternss countedanddivided by the total number
of patterns.The value of a signallies in the range[0, 1]
wherel meanshatall patternsarehandledright. If the

German| Dutch | English
19.16 | 11.64 | 5.16
33.93 | 33.77 | 4585
11.75 | 1451 | 18.70
10.55 | 10.00 | 12.45

9.48 9.27 7.50
6.16 6.82 4.49
3.72 4.95 2.79
2.22 3.54 1.60
1.39 2.39 0.69
10| 0.87 1.56 0.44
11| 0.48 0.84 0.21
12| 0.17 0.42 0.09
13| 0.076 0.17 0.04
14| 0.031 0.08 0.008
15| 0.012 0.03 0.003
16 | 0.005 0.03

O©CoO~NOOOUIA, WNERS

17 0.004
18| 0.001 | 0.004
19 0.0007
20 0.0003

Table 1: Distribution of stressegphonemegor German,
DutchandEnglish.

signalincreasestheweightsaresavedto file.

After 20 iterationswithout progresswith n = 0.001
the weight pruning starts. In every pruningstep2 or 5
percentof the weights are deletedusing EBD-Pruning.
Weightswith a negative testvaluearenotinserted.After
thepruningtheremainingweightsarenotinitialised. The
training continueswith n = 0.01 and0.001 againfor 20
iterationswithout progress.A valueof 0.1 could be too
large and possibly destrgy the structurewithin the net-
work.

Thetrainingis interruptedby anexternalprocesghat
teststhe savedweightson the completedictionary If the
resultsdo not increasefor a larger numberof iteration,
thetrainingscriptis stopped.

For weightdecaythereis nodifferencen thecontrol-
ling training scriptbecauseveightdecayis a partof the
learningalgorithm. As mentionedn section2.2, weight
decaymeanso adda penaltytermto the errorfunction.
Thereare no changesn the script necessary To keep
the resultscomparablegven the identical setsfor train-
ing andtestingareused.Theonly differencebetweerthe
two approachess the definition of the network architec-
turein thetopologyfile.

6. Results

Most of the testswere performedfor English because
it hasthe smallestdictionary andthereforethe smallest
numberof patternswhich leadsto a fastertraining. The
resultsfor Englisharecomparedvith GermarandDutch.



6.1. The Influence of the Weight Pruning

A very interestingfact is that in this architecturethe
weight pruning increaseghe performanceof the NNs.
Without weightpruning,only 95.1percentcorrectwords
are achieved for the NN with 75 hiddennodes. At this
pointthe NN contains40500weightsfor 35859training
patterns TheNN with 200hiddennodeshaseven108000
weights, 3 times more than patternsavailable. The NN

hasthe chanceo overfit thedata.

During the pruningunneededveightsare deletedas
describedn section2.1 Theadaptatiorto thenoisecon-
tainedin the databecomesmnoreandmoredifficult, and
thelessthe numberof weightsis, the morethe algorithm
hasto usethe remainingweightsto concentrateon the
importantinformation. The dependeng of the achieved
resultson the remainingweightsis shavn in figure 3 for
the network with 200 hiddennodesanda pruningrateof
2 percent(h200 p2).
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Figure 3: Dependeng of the achiesed resultson the
numberof remainingweightsfor h200 p2. On the left
side the axis for the declining line shawvs the remain-
ing weightsin percent. Theright axis shavs the correct
stressedvordsin percent.

6.2. Without Weight Decay

The first part of the testwas performedwithout weight
decay Two differentnumbersof hiddennodes(75 and
200) and alsotwo pruning rates(2 and5 percent)have
beenused.Theresultsareshavn in in table2 andfigure
4.

The tableandthe pictureshav thatthe bestresultis
achiezedwith 200 hiddennodesasexpected.Both lines
shav thesamebehaviourtill iteration1500,but fromthen
on thereis no progressfor the training with 5 percent
pruning. This pruningrateis too muchfor this architec-
ture. Too mary weightsare deletedduring the pruning
step,sothestructurethatwasfoundduringthetrainingis
destrgyedtoo rapidly.

NN | pruning| correct | inite- | aliveweights

rate | words(%) | ration | total | in %
h75 2 96.42 2353 | 17671 | 43.6
h75 5 96.50 844 | 23588 | 58.2
h200 2 96.95 3732 | 36167 | 33.5
h200 5 96.83 1657 | 14405| 13.3

Table 2: Bestresultsfor English,with 2 and5 percent
pruning

97

96.5

96

h75p2 ——
h75 p5
h200 p2 -~ -
h200 p5 ——

1
95571

o5 i s s s s s s s
0 500 1000 1500 2000 2500 3000 3500 4000

Figure4: Correctstresseavords(in percentwith 75and
200hiddennodesand2 and5 percentpruningrate. h75
standdor 75hiddennodesp? for 2 percenipruning.The
two lower linesshaw theresultsfor 75 hiddennodesthe
upperlinesfor 200hiddennodes.

6.3. With Weight Decay

Similar testshave beenperformedwith weightdecay As
onecanseein table3 andfigure5, weightdecaynotonly
increasesheachievedresults but alsothetrainingspeed.

network | percent after

correct | iteration
h75 96.42 2353
h75wd 97.20 1339
h200 96.95 3732
h200wd 97.17 1169

Table3: Bestresultsfor English,with andwithoutweight
decay

To be ableto comparethe results,the linesh75 and
h200 againshow theresultsfor 75and200hiddennodes
without weightdecayand?2 percentpruningrate(cf. fig-
ured). Thetwo otherlines show the resultswith weight
decay Thebestresultfor 75 hiddennodeswithoutweight
decayis 96.4 percentwhich is achieved after 2353itera-
tions. 96.4 percentwith weightdecayareachieved after
only 502iterations,andthe bestresultis 97.2percentaf-
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Figure5: Correctstressedvords (in percent)with and
without weight decay h75 standsfor 75 hiddennodes
withoutweightdecayh75 wd for theresultswith weight
decay The two lower lines showv the resultswithout
weight decay the upperlines with weight decay The
pruningrateis always2 percent.

ter 1339iterations. The resultfor 200 nodes(97.17per
cent)is similarto thatwith 75. Thetrainingis fasterwith
200nodescomparedo the speedwith 75 nodes.

Table4 showvs theresultsfor GermanmandDutch. For
German, the results are improved by 0.4 percent,for
Dutchby 1.5percent.

network | percent after

correct | iteration

German| h100 96.95 3697
hi100wd 97.39 1582

Dutch h200 93.47 1529
h200wd 94.99 856

Table4: Resultfor GermarandDutch,with andwithout
weightdecay

6.4. Resultsof the Input Pruning

As mentionedn section3, weightdecayon thediagonal
matrix between nput andwd_i nput canbe interpreted
asaninput pruning. In figure 6 the developmentof the

weightsof thefirst input phonemeor Englishis shavn.

All weightsareinitialisedwith 1. Someof themarede-

creasectloseto zero(nodes2, 8, 10,16, 18,19, 31, 38,

41-45and47),someof themincreasedipto 1.6 (nodes
1,12 and46). The nodessetcloseto zero(0+0.1) can
be treatedasprunedbecausehereinput valueis always
multiplied with a very small value. Table 5 shows the

resultsfor Englishwith 11 inputphonemes.

Weights

\

o
30
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Figure 6: Developmentof the weightsof the first input

phonemefor English due to weight decay The x-axis
shaws the numberof theinput phonemg1 — 47), the y-

axisthe numberof iterations,andthe z-axisthe value of

the diagonalconnectionfor the given phonemebetween
i nput andwd_i nput . Someof theweightsarepushedo

zero,someotherareincreasedipto 1.6.

pho- Context
neme| 1|2 |3|4|5|6|7[8|9]|10]| 11
au X[ X|X]|X]| X X
Vv X | X|X| X X
U X X X X | X
a X X X | X|X]| X X
8 X[ X|X]|X]| X X
tS X X X[ X|X]|X]| X
h X X | X | X[ xX|X| x| X
g X | X| x| x| X
dz X X | X X | x| x
VA X[ X | X| X[ X[X]|X|X|X] X X
T X X | X[ X[ X|X|X] X X
R X | X | X|X|X]|X
D X[ X[ X | X[ X|[X]|X|X]|X] X X
9 X X X X | X

Table5: Prunedohonemesor English. Thexin acolumn
meansthat the weight decayconnectionfor this context
hasavaluecloseto zero.Only thosephonemesireshavn
thatareprunedin atleastfive positions.

Most of the phonemesare prunedat the end of the
contxt (e. g. /aU or/V/), oneis prunedin the be-
ginning (/ R/'), and someare prunedin nearlyall input
nodes(/tS/). Therearetwo phonemeghat are com-
pletely fadedout: /Z/ and/D/'. That meansthat this



architecturawith this trainingdatais not ableto gainary
informationfrom thesenodesthatis usablefor the deci-
sionaboutthe stresosition.

In German four phonemesand in Dutch five
phonemesrecompletelyfadedout.

pho- Context

neme|1{2(3|4|5|6|7|8|9
9 X X X | X|X|X
VA X[ X | X[ X|X|X|X]|X]|X
j X | X | X|X|X|x]|x]|x
X X X | X | x| Xx|x
pf X X | X[ X|X]X
tS X[ X | X[ X|X|X]|X]|X]|X
dz X | X[ X|X|X|X]|X|[x]X
ks X X | X | X|X
kv X | X | X[ X|X|X|x]|x]x

Table6: Prunedohonemegor German

pho- Context

neme|1|2|3|4|5|6|7|8|9]|10
M X X[ X[ X|X|X]| X
E: X | X | X X | X
< X | X[ X | X[ X|[X]|XxX]|x]|x] X
* X[ X[ X|X|X|[X|X]|[X|X]| X
( X[ X[ X[ X[ X|X][X]|X]|X]| X
! X[ X[ X|X|X|[X|X]|Xx|X]| X
g X | X[ X | X[ X|[X]|X]|X]|x] X
dz X | X | X|X|X|X]|X|x]X
VA X | X | X|X X | X|X]| X
S X | X | X X| X | X|X]| X

Table7: Prunedohonemegor Dutch

In total 26 to 30 percentof theweightdecayconnec-
tionsarepushedo zero(cf. table8).

| connections| pruned| percent

English 517 150 29
German 423 114 27
Dutch 440 118 27

Table 8: Number of valueswithin the diagonal con-
nection betweeni nput andwd_i nput in the range of
—0.001< x < 0.001.

7. Conclusion

In this paperthe influenceof weight pruningandweight
decayon thetraining of a neuralnetwork for word stress

determinationis analysed. Weight pruningis a method
thatcanhandleover-fitting, andweightdecaycanbeused
to analysetheimportanceof theinput features.

Using weight pruning only, the resultson correct
stresseavordscanbeimprovedby somepercentButthe
trainingis slow andit takesa lot of iterationsto achieve
goodresults.

By addingtheweightdecayconnectionapreprocess-
ing of theinput datais performed.This is a soft feature
selection,becausealuring the training the algorithm de-
cideswhich inputinformationis interestingandwhich is
not. No expertknowledgeandno manualdataexamina-
tion is necessary

Thiskind of input pruningimprovestheresultsdueto
thefactthatthedisturbinginputis fadedoutby theweight
decayconnection.The noisecontainedn the input data
now hasalesseiinfluence andthetrainingalgorithmcan
focuson the importantinformation. As showvn in tables
3 and 4, the numberof training iterationsis decreased
significantly Thisleadsto afastertraining. Anotherpos-
itive sideeffectis thattheprunedinputnodeqgphonemes)
canbedeletedfrom the network. Therebythe numberof
connectionandthusthememoryusageandcomputation
timeis decreased.

Theapplicationof weightdecayimprovedtheresults
for the word stressdeterminationon word level for En-
glishfrom 97.0to 97.2percentfor Germanfrom 97.0to
97.4percentandfor Dutchfrom 93.5to0 95.0percent.
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